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ABSTRACT 
 

Artificial Intelligence (AI) is increasingly being viewed as critical for organizational decision-making and the 
long-term competitiveness of firms, demanding upskilling in human-AI interaction and delegation. While trust, 
informed by estimated AI accuracy, is critical for such collaboration, inconsistencies between these estimates and the 
actual performance of AI systems often occur, potentially leading to negative outcomes. However, the effect of this 
inconsistency between estimated accuracy and actual performance on human-AI collaboration is not well understood 
in current literature. Grounded in signaling theory and expectancy violation theory, this study presents a 2 × 2 between-
subjects online experiment with the aim of examining the effects of estimated accuracy and actual performance on 
several dependent variables. The study’s results show that while estimated accuracy strongly influences humans’ 
cognitive trust, the inconsistency between estimated accuracy and the actual performance of AI systems leads to 
misplaced trust, with humans over-trusting low-performing AI systems or distrusting high-performing ones. Such 
misplaced trust reduces human-AI collaboration performance by weakening the complementarity between humans 
and AI. These findings contribute to current understanding of the sources and consequences of human trust in AI 
systems and provide practical guidance for firms wanting to improve human-AI collaborative performance. 

 
Keywords: Decision making; Trust; Complementarity; Performance; Human-AI collaboration. 

 
1. Introduction 

AI systems are transforming how firms and their workers operate, creating collaborative environments where 
humans and AI systems work collaboratively to perform organizational tasks, such as decision-making (Jarrahi, 2018; 
Song et al., 2025; Tambe et al., 2019). As a common form of human-AI collaboration, AI-advised decision making 
systems are increasingly being used by firms (Bansal et al., 2019; Cheng et al., 2023; Wilson & Daugherty, 2018), 
and are believed to help employees achieve better performance while demanding less cognitive resources (Daugherty 
& Euchner, 2020; Howard, 2019). For example, in the field of e-commerce, employees can use image recognition 
technology to automatically identify and label the item categories of product images, thereby improving the speed and 
accuracy of product management. Moreover, by analyzing user reviews with sentiment recognition technology and 
mining user behavior and sales data for trend prediction, employees can obtain recommendations for operational 
strategies and inventory management (L. Li et al., 2023). However, due to the information asymmetry between humans 
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and AI (Hemmer et al., 2022), it is often difficult for humans to assess whether the advice provided by AI systems can 
be trusted, accepted or rejected (Chong et al., 2022). 

From a practical perspective, human-AI collaboration is shaped by a complex interplay of human and AI factors 
arising both before and during interaction. Key influences include the descriptive information presented to the human 
before the interaction with the AI system occurs (e.g., estimated accuracy) and the system’s actual performance 
observed during collaboration. Employees form initial impressions of AI systems before interaction based on what 
they are told about AI capabilities (i.e., the estimated accuracy of the results provided by AI systems) (Lukashova-
Sanz et al., 2023; Ma et al., 2023). Meanwhile, the actual performance of AI systems during human-AI interaction 
(i.e., the actual accuracy of AI systems to provide correct advice) can convey quality signals and impact human 
responses and their acceptance of AI systems (G. Zhang et al., 2023). However, the estimated accuracy of AI systems 
may not accurately reflect its actual performance for intentional or unintentional reasons (Yin et al., 2019). For 
example, in 2015, IBM launched an AI assistant decision system called Watson for Oncology, claiming that the system 
could outperform human workers (Marcus & Davis, 2019); however, the actual performance of the AI system varied 
depending on the population and type of cancer that was reviewed (Strickland, 2019). In other conditions, firms may 
inform employees that AI is likely to perform poorly to remind them to input effective commands and to avoid 
employees’ loafing. Such an inconsistency between the estimated accuracy and actual performance of AI systems is 
likely to lead to undesired results. Accordingly, it is critical that the effect of estimated accuracy and the actual 
performance of AI systems on human-AI collaboration is explored. In addition, employee characteristics significantly 
influence their interactions with AI in collaborative settings. For example, task competence is shown to shapes 
individuals’ confidence and attitudes towards AI, meaning certain employees may benefit more easily from its use 
(Brynjolfsson et al., 2025; W. Wang et al., 2023; L. Wu & Kane, 2021). In the context of human-AI collaboration, 
understanding how employees with different levels of task competence interact with AI will bring important practical 
implications. 

Previous research on human-AI collaboration has mainly focused on the influencing factors of human trust and 
behavior. Although many studies have examined the influence of different drivers of human-AI collaboration, 
accuracy is still viewed as an important concern for humans when choosing whether to trust AI systems or not and, 
thus, determine their adoption (Arnold et al., 2019; Chua et al., 2023; Xue et al., 2023). However, previous studies 
have explored the effect of AI systems’ accuracy on human trust and behavior from the aspect of descriptive 
characteristics (Rechkemmer & Yin, 2022a) or the actual experience from interaction with AI systems (G. Zhang et 
al., 2023). Less, however, is known about the effect of both AI systems’ estimated accuracy and actual performance 
on human trust and behavior, particularly when they are inconsistent. Such inconsistency may promote employees’ 
expectancy violation, thus expectancy violation theory (EVT) provides a suitable theoretical foundation for this 
current study, allowing investigation into how inconsistency between an AI system’s estimated accuracy (which 
informs initial expectations) and its actual performance (which may violate those expectations) impacts employees’ 
cognitive and affective reactions (Chen & Li, 2024; J.-W. Hong et al., 2024; J. Hong, 2021). 

Current research on human-AI collaboration has examined a variety of topics and presented several outcomes, 
including cognitive outcomes, behavioral outcomes, and collaboration outcomes. One emerging theme in current 
literature focuses on the antecedents and consequences of trust in AI systems (Fan et al., 2008; W. Wang et al., 2016; 
G. Zhang et al., 2023; Y. Zhang et al., 2020), which contains humans’ self-reported cognitive trust and behavioral 
trust. In addition, some researchers have begun to explore the changes in knowledge developed through human-AI 
collaboration, which is known as complementarity (Bansal et al., 2019; Fügener et al., 2021; Y. Zhang et al., 2020). 
A growing body of literature also exists on the beneficial outcomes of human-AI collaboration, such as humans’ 
cognitive absorption and collaboration performance (Daugherty & Euchner, 2020; Howard, 2019). However, previous 
studies have only focused on specific elements of these outcomes, and it is, therefore, critical to develop a better 
understanding about these outcomes and their intertwined relationships.  

Furthermore, understanding individual heterogeneity is an emerging focus within human-AI collaboration 
research. However, contradictory findings exist regarding which employees benefit most with some studies suggesting 
that skilled employees adapt more readily to human-AI collaboration (W. Wang et al., 2023; L. Wu & Kane, 2021), 
whereas others report that less skilled employees achieve larger productivity improvements with AI assistance 
(Brynjolfsson et al., 2025). The precise impact of individual task competence, therefore, requires further examination. 
To address this important research gap, this study aims to answer the following research questions: 

RQ1: How does the estimated accuracy of AI systems, provided before human-AI collaboration, and the actual 
performance during interaction, affect humans’ trust in AI systems, complementarities, and their collaboration 
outcomes?  

RQ2: What results are generated when the estimated accuracy is inconsistent with the actual performance 
achieved during human-AI collaboration? 
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RQ3: For humans with different levels of task competence, does the estimated accuracy and actual performance 
of AI systems have a different effect on their human-AI collaboration performance? 

Grounded in signaling theory and expectancy violation theory, this study examines the impact of estimated 
accuracy and actual performance on human trust in AI systems, complementarities, and their collaboration 
performance, while the moderating effect of individual task competence is considered. To achieve generalizable 
findings, image classification is selected as the experiment task, which is considered simple to understand and perform 
without requiring specific skills or training (Hemmer et al., 2023a). In total, 182 participants were recruited to conduct 
a 2 × 2 between-subjects online experiment to explore how the estimated accuracy and actual performance of the AI 
system impacted their human-AI collaboration performance. 

In answering the study’s research questions, this study contributes to current understanding on AI-advised human 
decision-making in four key ways. First, it applies signaling theory to human-AI collaboration and uses the theory to 
explain the direct influence of descriptive information and actual representation during human-AI interactions. Second, 
it extends understanding about human-AI collaboration by applying expectancy violation theory to explain the impact 
of the inconsistence between estimated accuracy and actual performance. Third, the study considers a variety of user 
outcomes (i.e., trust and cognitive absorption, complementarity, and collaborative performance) to provide an 
improved understanding of human-AI collaboration performance. Fourth, the individual heterogeneity of humans’ 
image classification ability is identified in this study. 

 
2. Literature review 
2.1. Human-AI collaboration 

Many industries, worldwide, have adopted AI systems to improve their organizational decision-making and 
accomplish complex and mundane tasks, with researchers intensifying their interest in how humans collaborate with 
AI systems (Amershi et al., 2019; Sanchez-Camacho et al., 2025; Xu et al., 2023). Researchers believe that unique 
knowledge (or intelligence) exists between humans and AI systems, which leads to complementarity (Bansal et al., 
2019; Fügener et al., 2021; Y. Zhang et al., 2020). Therefore, human-AI collaboration can leverage the complementary 
capabilities of humans and AI, thus achieving enhanced performance than when humans or AI systems work 
independently (Bansal et al., 2019; Hemmer & Schemmer, 2021). Previous research on human-AI collaboration has 
proposed several modes, including delegation and AI-advised decision-making (Fügener et al., 2022; X. Wang & Yin, 
2021). It is worth noting that AI-advised decision-making is one of the most common forms of human-AI collaboration 
and refers to the use of AI systems to provide suggestions to humans, but with humans being responsible for making 
the final decision (Schemmer et al., 2022; X. Wang & Yin, 2021). This form of human-AI collaboration can provide 
improved collaboration performance (Duan et al., 2019; Wilson & Daugherty, 2018), reducing the cognitive resource 
requirements for humans (Howard, 2019) and avoiding any potential ethical (Awad et al., 2018) or legal (Kingston, 
2016) challenges. 

While the benefits of human-AI collaboration may be obvious, significant challenges exist in their realization. 
According to Zhang et al. (2020), human-AI collaboration performance can only be improved when humans choose 
to accept or reject the suggestions provided by AI systems. In addition, Chowdhury et al. (2022) argued that effective 
human-AI collaboration requires humans to understand, trust, and ultimately adopt AI systems. Such studies highlight 
the importance of human trust in human-AI collaboration for decision-making. However, prior studies have also 
demonstrated that a gap exists between humans and AI, known as information asymmetry (Martens & Provost, 2014; 
Vössing et al., 2022). During human-AI collaboration, humans may struggle to evaluate whether the system can be 
trusted and often fail to understand the suggestions provided by them, which affects their decision-making and impedes 
effective collaboration (Vössing et al., 2022). Therefore, it is crucial to improve understanding about how humans 
collaborate with AI systems to maximize collaborative performance. 

Prior studies have identified several influencing factors and examined their effects on human-AI collaboration. 
First, much research has investigated the influence of the descriptions of AI systems’ characteristics before interaction 
on human trust, mainly using vignette experiments (Yu & Li, 2022). For example, Rechkemmer & Yin (2022) 
discovered that the stated accuracy of AI models has a large impact on the willingness of humans to follow the 
suggestions provided by them. In addition, Alexander et al. (2018) demonstrated that information about AI algorithms, 
such as their estimated versus actual accuracy, impacts human adoption, cognitive engagement, and realized 
collaborative performance. Second, much prior research exists that examines the effect of the actual performance of 
AI systems on human trust and the unique human knowledge generated, using online and laboratory experiments. For 
example, Zhang et al. (2023) explored the effect of teammate identity and performance on human-AI collaboration 
and discovered that teammate performance has a significant effect on human-AI collaboration performance. 
Conversely, in a study by Fügener et al. (2021), the authors found that the suggestions received from AI systems harms 
the complementarity between humans and AI, specifically the “unique human knowledge” that humans know, but AI 
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systems do not know. Third, individual characteristics, especially task competence (Brynjolfsson et al., 2025; L. Wu 
& Kane, 2021), have been found to have a significant impact on human-AI collaboration performance. The effect of 
similar characteristics, such as employees’ work experience (W. Wang et al., 2023) and levels of expertise (G. Zhang 
et al., 2023), has also been explored. For example, Wang et al. (2023) found that AI systems improve employee 
productivity, while humans possessing greater task experience gain the most benefits from collaborating with AI 
systems. 

The present research has examined the drivers of human-AI collaboration from different perspectives. However, 
research on the effect of both the estimated accuracy of AI systems, provided to humans before interaction, and actual 
performance achieved during interaction, on human-AI collaboration is scarce. From the limited studies in existence, 
authors have argued that information about the performance of AI systems is vital for human-AI collaboration 
(Papenmeier et al., 2019), but that human understanding of such performance is limited. There remains a lack of 
research on the consistent versus inconsistent human expectations towards collaborating with AI systems and actual 
AI performance (Glikson & Woolley, 2020). Considering that the gap between estimated accuracy and actual 
performance is not always known (Yin et al., 2019), it is necessary to assess how the estimated accuracy of AI systems, 
the actual performance and human task competence affects human trust and behaviors, especially when the actual 
situation does not match the forecast. 
2.2. Signaling Theory 

This study applies signaling theory, proposed by Michael Spence (1978), to explain the role of AI characteristics 
in reducing the information asymmetry between humans and AI systems. When information asymmetry exists in 
interactions, one party (i.e., the signaler) can convey observable signals and disclose information about unobservable 
factors to another (i.e., the receiver) (Chiang et al., 2023a). For example, in the recruitment industry, candidates 
transmit signals about their capabilities to prospective employers by showing their educational qualifications (Spence, 
1978). Existing studies have applied signaling theory to a variety of contexts, such as electronic commerce (Mavlanova 
et al., 2012) and Online Markets for Mental Healthcare (OMMH) (J. Zhou et al., 2022). Considering that information 
asymmetry exists in human-AI interactions (Hemmer et al., 2022), this study argues that signaling theory is appropriate 
for the study of human-AI collaboration performance. 

Several studies have applied signaling theory to investigate the impact of human-AI collaboration. For example, 
Kollerup et al. (2024) investigated how textual description signals (ability, integrity, benevolence) from a virtual 
dermatologist affect user trust. Cao et al. (2024) found that linguistic and demonstration signals impacted GAI prompt 
sales, while Wischnewski et al. (2024) studied certifications’ effect on perceived AI trustworthiness. Park and Yoon 
(2024) also explored the link between AI transparency signals and user trust. Collectively, these studies demonstrate 
that humans perceive descriptive AI signals, which in turn influence their trust. However, while this research confirms 
the role of signals in building trust, their application to understanding AI adoption, particularly within organizational 
settings, remains underexplored. This study aims to address this important gap. 

Signaling theory distinguishes between description signals and demonstration signals, which fulfill different roles 
in human-AI interactions (J. Zhou et al., 2022). Description signals convey quality information linguistically; humans 
interpret these signals to infer the attributes and intentions of the signaler, thereby shaping their cognitions or 
expectations (S. Wu et al., 2024). In contrast, demonstration signals involve actions taken by the signaler that allow 
individuals to experience or observe otherwise unobservable qualities (J. Zhou et al., 2022). Previous research suggests 
that demonstration signals are often more persuasive and behaviorally influential than description signals (J. Zhou et 
al., 2022). Therefore, in this study, estimated AI accuracy is conceptualized as a key description signal which 
influences employees’ initial cognitive impressions and performance expectations. Actual AI performance, 
correspondingly, is conceptualized as a critical demonstration signal impacting employee behavior during human-AI 
interaction. 
2.3. Expectancy Violation Theory 

Expectancy Violation Theory (EVT), first proposed by Burgoon and Jones (1976), provides a suitable framework 
for understanding individuals’ reactions when observed behaviors deviate from expectations within interaction 
settings (Burgoon et al., 2016). The theory posits that individuals develop expectations about others’ actions; when 
actual behavior violates these expectations, it triggers cognitive and affective responses, such as surprise or shifts in 
trust (Burgoon & Hale, 1988). While much EVT research has focused on the violation’s valence (i.e., whether it is 
positive or negative) (Burgoon et al., 2016; Yang & Mundel, 2022), other studies suggest that any violation, regardless 
of its valence, directs significant attention towards its source, potentially prompting efforts to understand or reconcile 
the discrepancy (Chen & Li, 2024; F. Zhou et al., 2023). 

EVT has proven applicable across various research domains, including e-commerce (Yang & Mundel, 2022), 
Human-Computer Interaction (HCI) (Burgoon et al., 2016), and the emerging field of human-AI interaction (Chen & 
Li, 2024; J.-W. Hong et al., 2024; J. Hong, 2021). For example, Hong et al. (2024) used EVT to examine evaluations 
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of AI-composed music following expectancy violations, while Chen and Li (2024) applied EVT to better understand 
user discontinuance with virtual streamers based on violated expectations. These examples support the application of 
EVT in human-AI collaboration research. As a result, EVT provides a suitable theoretical foundation for this current 
study, allowing investigation in to how inconsistency between an AI system’s estimated accuracy (which informs 
initial expectations) and its actual performance (which may violate those expectations) impacts employees’ cognitive 
and affective reactions. 

 
3. Research model and hypotheses development 

 Based on signaling theory and expectancy violation theory, this study explains how estimated accuracy and actual 
performance influence humans’ trust in AI systems, complementarities, cognitive absorption and human-AI 
collaboration performance. This study proposes the research model shown in Figure 1. 

 

 
Figure 1. Research Model. 

 
3.1. Before Interaction: The effect of estimated accuracy on cognitive outcomes 

In human-AI collaboration, the provision of estimated accuracy serves as a description signal about the AI system, 
conveying information regarding its quality and helping to reduce information asymmetry. This signal can reflect the 
AI system’s perceived commitment to users (Park & Yoon, 2024) and influences how individuals infer the AI’s 
attributes and intentions. Crucially, it shapes individuals’ performance expectancy at the cognitive level (S. Wu et al., 
2024). Cognitive trust in AI relates directly to such expectancies, referring to the degree of human belief in the AI 
system’s ability to provide suitable suggestions and support their work (Adomavicius et al., 2019; Riedl et al., 2014; 
You et al., 2022). Supporting this link, previous studies have demonstrated positive relationships between performance 
expectancy and cognitive trust in AI (Figueroa-Armijos et al., 2023; Y.-C. Wang & Papastathopoulos, 2024), as well 
as between estimated accuracy itself and cognitive trust in AI (Ma et al., 2023). In the context of AI-advised human 
decision-making, the higher estimated accuracy shown to humans implies a higher ability and expectance for the AI 
system, leading to higher cognitive trust. On the other hand, cognitive absorption refers to the state of a human’s 
involvement and engagement during human-AI collaboration (Balakrishnan & Dwivedi, 2021). Tellegen and Atkinson 
(1974) argued that cognitive absorption leads to full attention from humans, but later consumes their cognitive 
resources. Prior studies have found that introducing AI systems in to decision-making environments releases humans’ 
cognitive resources (Dang et al., 2020). The higher estimated accuracy of AI systems reflects that they are more 
capable and can be relied upon and, therefore, humans are more likely to reduce cognitive engagement, resulting in 
lower cognitive absorption. Therefore, this study proposes the following hypotheses: 

H1. The estimated accuracy of AI systems has a positive impact on humans’ cognitive trust in AI systems. 
H2. The estimated accuracy of AI systems has a negative impact on humans’ cognitive absorption. 
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3.2. Interaction Process: The effect of estimated accuracy and actual performance on behavioral outcome 
The actual performance of an AI system is a demonstration signal that demonstrates the ability of the AI system 

through several interactions, which has a significant impact on individual behaviors (J. Zhou et al., 2022). Behavioral 
trust refers to the number of times humans actually accept the advice provided by AI systems (Glikson & Woolley, 
2020). Previous studies have demonstrated that an important approach to determining human trust is to convey the 
signal of AI systems’ capabilities to humans in several ways (Ma et al., 2023). Both the estimated accuracy and actual 
performance of AI systems reflects their capability, resulting in an increase in human trust (Ma et al., 2023). Glikson 
& Woolley (2020) argued that reliability (or accuracy) is crucial in fostering human trust and trusting behavior in 
virtual AI and embedded AI environments. In addition, prior empirical studies have identified that the accuracy 
(Rechkemmer & Yin, 2022b) and actual performance (G. Zhang et al., 2023) of AI systems positively impacts humans’ 
cognitive trust and behavioral trust. When collaborating with AI systems, behavioral trust is determined by both actual 
interaction and cognitive trust (in other words, estimated accuracy). Therefore, this study proposes the following 
hypotheses: 

H3. The actual performance of AI systems has a positive impact on humans’ behavioral trust in AI systems. 
H4. The estimated accuracy of AI systems has a positive impact on humans’ behavioral trust in AI systems. 

3.3. Interaction Process: The effect of estimated accuracy and actual performance on complementarity 
The complementarity between humans and AI systems is reflected in two ways, namely: human unique 

knowledge and AI unique knowledge. Human unique knowledge refers to the knowledge humans possess, but AI 
systems do not, while AI unique knowledge refers to the opposite (Fügener et al., 2021). It should be noted that a gap 
exists between the objective existence of complementarity and the actual contribution. On the one hand, during the 
completion of tasks, human unique knowledge and AI unique knowledge are relatively fixed and complementary. 
However, in the context of AI-advised human decision-making, the higher actual performance of AI systems 
represents the higher capability of an AI system and, therefore, the greater AI unique knowledge exists, and less human 
unique knowledge can be provided. On the other hand, the estimated accuracy of AI systems (in other words, 
performance expectancy) may impact the actual contribution of complementarity by adjusting human input. Prior 
studies have demonstrated that incorrect human input may hinder complementarity (Chong et al., 2022). When 
collaborating with AI systems for decision-making, if humans are informed about a higher estimated accuracy of an 
AI system than its actual ability, they may trust the system more and reduce their input; thus, decreasing the amount 
of human unique knowledge. Conversely, when humans are informed about AI systems with lower estimated accuracy, 
they may trust the AI system less and increase their input, thus decreasing AI unique knowledge. Therefore, this study 
proposes the following hypotheses: 

H5. The estimated accuracy that does not match actual performance has a negative impact on complementarity. 
3.4. Interaction Process: Effect of estimated accuracy and actual performance on cognitive absorption 

Based on EVT, individuals experience a state of uncertainty and psychological discomfort when the actual 
situation deviates from their expectations, leading to heightened attention to the situation and efforts to understand its 
nuances (J.-W. Hong et al., 2024). The inconsistency between the actual performance of human-AI interaction and 
estimated accuracy before interaction leads to expectancy violation. In this scenario, humans may take measures to 
deal with such cognitive dissonance (Festinger, 1962) by e.g., increasing cognitive engagement. Accordingly, in the 
context of AI-advised human decision-making, humans who experience inconsistency between the actual performance 
and estimated accuracy of AI systems, will exhibit higher cognitive absorption. Therefore, this study proposes the 
following hypotheses: 

H6. The actual performance of AI systems moderates the effect of estimated accuracy on humans’ cognitive 
absorption. 
3.5. Interaction Process: The effect of estimated accuracy and actual performance on collaboration outcome 

Human-AI collaboration performance reflects the total accuracy of human-AI teams in decision-making (Bansal 
et al., 2021). Extant research shows that the advice provided by AI systems has an anchor effect on human decision-
making (Adomavicius et al., 2013; Keding & Meissner, 2021) where some humans may even rely on AI systems 
regardless of their complete accuracy (Chiang et al., 2023b; Vaccaro & Waldo, 2019). This anchor effect implies that 
collaborative performance depends on the actual performance of the AI system. In a study by Zhang et al. (2023), the 
authors empirically examined the effect of the actual performance of an AI system and proved that actual performance 
positively affects collaborative performance. Accordingly, humans can achieve greater collaboration performance by 
working with AI systems with higher actual performance. Meanwhile, the estimated accuracy of AI systems may lead 
to incorrect human input when it is inconsistent with actual performance, thus impeding collaborative performance. 
For example, when collaborating with high-performing AI systems, human-AI collaboration performance will 
decrease because humans become less reliant on them if the statement of estimated accuracy is lower. Therefore, this 
study proposes the following hypotheses: 
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H7. The actual performance of AI systems has a positive impact on human-AI collaboration performance. 
H8. The estimated accuracy of AI systems moderates the effect of actual performance on human-AI collaboration 

performance. 
3.6. Individual Heterogeneity: The moderating effect of human task competence 

Human task competence refers to the set of knowledge, skills, and abilities required to perform a task (Kaslow, 
2004). An employee’s task competence shapes their confidence and impacts their response when collaborating with 
an AI system (Chong et al., 2022). Employees with low-competence, potentially lacking self-assurance in their own 
knowledge, may rely heavily on external cues, such as the estimated accuracy of the AI system to inform their trust. 
Conversely, those with high competence, who are confident in their own abilities, may be more inclined to scrutinize 
the claims made by AI systems, conducting a more thorough evaluation of descriptive information (such as estimated 
accuracy) before fully trusting it. Consequently, both low and high-competence employees are likely to pay significant 
attention to the estimated accuracy signal, although their interpretation and reliance on it may vary. Moreover, those 
employees with medium competence, might perceive less of a distinct capability gap between themselves and the AI 
system, potentially finding it difficult to judge the reliability of the AI system solely based on numerical accuracy 
claims. As a result, they may prioritize the specific demands of the task itself over anchoring strongly on the AI 
system’s signaled accuracy. For high and low-competence employees, the significant attention given to estimated 
accuracy suggests this signal strongly influences their initial cognitive trust formation. However, if this accuracy 
estimate (a description signal) mismatches the actual performance of the AI system (a demonstration signal), the trust 
formed might be inappropriate (e.g., over-reliance on a poor AI or under-utilization of a capable one). Such misplaced 
trust can lead to behavioral biases that negatively impacts the resultant collaboration performance. Therefore, this 
study proposes the following hypotheses: 

H9. The positive impact of estimated accuracy on cognitive trust is significant in the low-competence employee 
group and the high-competence employee group but is not significant in the medium-competence employee group. 

H10. The interaction effect of estimated accuracy and actual performance on human-AI collaboration 
performance is significant in the low-competence employee group and the high-competence employee group. 

Furthermore, previous research suggests that more competent individuals are often better at assessing the actual 
performance of collaborators compared to less competent individuals (G. Zhang et al., 2023). Therefore, high-
competence employees are likely more sensitive to expectation violations i.e., discrepancies between an AI system’s 
observed performance during interaction and its initially communicated estimated accuracy level. Recognizing such 
inconsistencies may prompt greater cognitive resource investment and heightened cognitive absorption as they work 
to understand the AI's true capabilities. Therefore, this study proposes the following hypothesis: 

H11. The interaction effect of estimated accuracy and actual performance on cognitive absorption is significant 
in the high-competence employee group. 

 
4. Method 

In the context of AI-assisted decision-making, this study conducted a 2 × 2 between-subjects online experiment 
with human participants to test the effect of estimated accuracy and actual performance on human trust in AI systems, 
and the resultant collaboration performance. In addition, the heterogeneity in human reactions to the advice provided 
by AI systems was explored based on the different levels of human competence. 
4.1. Task 

Following previous experiment design (Fügener et al., 2021, 2022), participants were required to complete an 
image classification task where they needed to make the correct decision of assigning a focal image (e.g., an image of 
a dog) to one of eight possible image classes. For each of the 8 classes, the class name (e.g., the text “beagle” or 
“basset”) and 8 sample images belonging to that class were shown. The task of identifying a specific breed of dog had 
a high degree of difficulty so that the AI system represented a complementary aid to human decision-making. In total, 
30 images and their corresponding correct class labels were selected from the ImageNet database (www.image-
net.org). All participants classified the same 10 focal images by themselves in task 1, but not using the AI system. The 
purpose of task 1 is to familiarize users with the task content and operations, to understand user capabilities, and to 
verify that groups are randomized. In task 2, participants classified 20 focal images but did so in collaboration with 
the AI system. And the experiment manipulation is conducted in task 2. 

The image classification task used in this study was chosen for the following three reasons: first, we simply used 
the image classification task to simulate a work scenario and interaction process in which the user can get suggestions 
from and collaborate with the AI to complete the task. The image classification is easy to understand and perform by 
all humans requiring no specific skills or training (Hemmer et al., 2023b); therefore, the findings of this generic study 
can be representative and generalizable for many other decision-making scenarios. Second, image classification tasks 
are widely used in many experimental studies on AI-advised human decision-making (Fügener et al., 2021, 2022; 
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Leichtmann et al., 2023). The results of these studies have also been widely recognized by academia and industry. 
Third, most AI systems complete image classification successfully and are easily available; for examples, GoogLeNet 
Inception v3 can calculate a certainty score of a given focal image to 1,000 possible classes, which represents the 
likelihood that the selected class is the true class for the image (Szegedy et al., 2016). 
4.2. Design 

A 2 (estimated accuracy: low vs. high) × 2 (actual performance: low vs. high) between-subjects online experiment 
was employed to evaluate the effect of the estimated accuracy and actual performance of the AI system on human-AI 
decision-making. As shown in Figure 2, this study used four experimental conditions. 

 

 
Figure 2. The 2 × 2 factorial experimental design. 

 
For the two low estimated accuracy conditions (Condition 1 and Condition 2), participants were informed that 

they will collaborate with a low-performing AI to perform an image classification task before the real interaction took 
place, which had 60% accuracy. For the two high estimated accuracy conditions (Condition 3 and Condition 4), 
participants were informed that they would collaborate with a high-performing AI to perform image classification 
tasks before the real interaction took place, which had 80% accuracy. 

Specifically, participants engaged in Condition 1 and Condition 3 (i.e., low actual performance conditions) 
worked with a low-performing AI, which had 60% accuracy which offered 12 correct suggestions and 8 incorrect 
suggestions for the 20 image classification questions asked in task 2. Participants in Condition 2 and Condition 4 (i.e., 
high actual performance conditions) worked with a high-performing AI, which had an 80% accuracy and offered 16 
correct suggestions and 4 incorrect suggestions for the 20 image classification questions in task 2; in other words, the 
estimated accuracy obtained by participants in Conditions 2 and 3 were inconsistent with the actual situation. 
4.3. Participants 

To ensure adequate statistical power, a priori power analysis was conducted using G*Power software. The 
minimum sample size was calculated at 128, where f = 0.25, α= 0.05 and Power= 0.8 (El Maniani et al., 2016). A total 
of 182 participants were recruited for the study’s experiment, of which 3 responses were excluded due to a failed 
attention check, resulting in 179 valid responses. The average age of participants was 23.8 years old, while 52% of 
them were female. Most participants had a high level of education, of which 45.3% held a bachelor’s degree and 53.6% 
held a master’s degree or higher. 
4.4. Procedures 

This study was conducted through a website created by the authors which allowed participants to access it online. 
At the beginning of the experiment, participants received some basic information about the task to complete and the 
protection regulations of the study. Informed consent was requested from each participant which allowed them to 
terminate their involvement in the study at any time without consequences. Then, participants were asked to register 
on the website and submit their demographic information.  

Following instructions shown on the website homepage, participants were required to complete 10 image 
classification questions alone in task 1. One of the purposes of task 1 was to evaluate human competence at classifying 
images so that the authors could identify the effect of this human characteristic. Participants were divided into three 
groups based on their human performance score achieved in task 1 (this classification was only progressed in the 
analysis stage to evaluate the effect of individual heterogeneity). Participants were considered to possess high-
competence when they achieved an accuracy in task 1 of more than or equal to 80%, while those with low-competence 
achieved an accuracy of less than or equal to 50%. Meanwhile, to avoid any interference, feedback on performance 
was not provided to participants. 
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The next phase of the study was to conduct the AI-advised human decision-making task. In this task, participants 
were informed that they would collaborate with an AI system to complete 20 image classifications; brief instructions 
on how to collaborate with the AI system were provided prior to task completion. Before interacting with the AI 
system, participants were told its expected accuracy. Then, participants performed the 20 image classifications while 
receiving advice from the AI system: Figure 3 shows screenshots from task 2. During the task, participants received 
advice about how to classify the images from the AI system but were in control of making the final decision about the 
image classification i.e., the human decided whether to accept or reject the advice provided by the AI system. The 
advice provided varied under different conditions which allowed for two levels of actual performance. Apart from the 
class name, detailed information about the advice provided by the AI system, such as confidence in results and 
performance feedback, was not given to participants. 

Finally, participants were asked to answer a short questionnaire about their trust towards the AI system and their 
cognitive absorption. No time limit to complete the questionnaire was issued and no timer was shown on the website 
homepage. 

 
Figure 3. Image-classification task showing advice provided by the AI system 

 
4.5. Measures 

Cognitive trust. Based on the measures of previous studies (Kulms & Kopp, 2019; Leichtmann et al., 2023), 
participants were asked to rate their level of trust towards the advice provided by the AI system (“I TRUST the 
classification advice of the AI system”) on a 7-point Likert scale ranging from “Distrust very much (1)” to “Trust very 
much (7)”. 
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Behavioral trust. In line with related decision studies (G. Zhang et al., 2023), behavioral trust was measured by 
the number of times that the human participants submitted the final answer consistent with advice provided by the AI 
system. 

Complementarity. Complementarity between the human participants and AI system consisted of human unique 
knowledge and AI unique knowledge. Based on the work of Fügener et al. (2021), human unique knowledge was 
measured by the number of times the human rejected the incorrect advice provided by the AI system and made the 
correct decision by themselves. AI unique knowledge is difficult to measure directly; that is, only a reduction in AI 
unique knowledge can be observed in human-AI interaction. AI unique knowledge reduction was measured by the 
number of times that human participants made the incorrect decision while rejecting the correct advice provided by 
the AI system. 

Cognitive absorption. Cognitive absorption was measured using three items adapted from the studies of Burton-
Jones & Straub (2006) and Delgosha & Hajiheydari (2021). Each item was reported on a 7-point Likert scale ranging 
from “strongly disagree (1)” to “strongly agree (7)”. The three items were “when I collaborated with the AI system, I 
was able to block out all other distractions”, “when collaborated with the AI system, I felt fully immersed in what I 
was doing” and “when I collaborated with the AI system, I was distracted (i.e., my attention was diverted) very easily”. 

Human-AI Collaboration Performance. Human-AI collaboration performance was measured as the number of 
correct images classified by the human, with support being provided by the AI system, divided by the total number of 
images classified (Fügener et al., 2021; G. Zhang et al., 2023).  

 
5. Results 
5.1. Randomization check and manipulation check 

To assess whether the sample was randomized, the study tested for the distribution of gender, age, and human 
performance in task 1 across all groups. The results showed no significant difference between every two groups 
concerning any variables, which demonstrates a successful randomization of the treatment groups.  

For the manipulation check of estimated accuracy, participants were asked post-experiment to recall the level of 
AI accuracy information they had been provided. The results confirmed that all participants accurately recalled the 
information, indicating this manipulation was successful. The manipulation of actual AI performance was achieved 
objectively by varying the quality of suggestions provided by the AI system during the interaction task (e.g., delivering 
a higher or lower proportion of correct recommendations across conditions). As participants were not explicitly 
informed of the AI system’s overall success rate during the task, a standard recall-based manipulation check for actual 
performance was not feasible or appropriate. Successful manipulation of this variable is, therefore, inferred from 
participants’ interaction with the AI system under controlled conditions designed to deliver distinct levels (high vs. 
low) of actual performance, ensuring that they experienced the intended manipulation through the interaction itself. 
5.2. Cognitive trust in AI systems 

Cognitive trust in AI systems was measured in the post-study questionnaire. Table 1 summarizes the mean values 
and standard deviations of participants’ cognitive trust in the AI systems during different conditions, and for 
participants with different levels of image-recognition competence; accordingly, the results of a two-way ANOVA of 
cognitive trust in AI systems are shown in Table 2. The results for all participants indicate that the main effect of 
estimated accuracy on cognitive trust in AI systems is significant (F(1,175) = 12.093, p = 0.001, η2 = 0.065), the effect 
of the actual performance of AI systems and the interaction effect are not significant, which support H1. As shown in 
Figure 4, regardless of the actual performance of the AI system, participants reported a higher level of trust when they 
were informed that they would be collaborating with a high-performing AI system. The same results were found in 
the two-way ANOVA test for the human decision makers with high-competence and low-competence but did not 
appear for the medium-competence human decision makers (see Table 2). 
 
Table 1. Mean values and standard deviations of participants’ cognitive trust in AI systems. 

SRT 
Condition 1 Condition 2 Condition 3 Condition 4 

Mean SD Mean SD Mean SD Mean SD 

All Human Decision Makers 4.455  1.150  4.696  1.280  5.089  0.900  5.227  1.118  
High-competence Human Decision Makers 4.000  1.291  4.250  1.055  5.067  0.799  5.231  1.092  
Medium-competence Human Decision Makers 4.842  0.898  5.105  1.049  5.059  0.966  5.222  1.060  
Low-competence Human Decision Makers 4.333  1.231  4.533  1.598  5.154  0.987  5.231  1.301  

 



Deng et al.: Exploring the Effect of AI Systems on Human-AI Collaboration 

Page 180 

Table 2. Two-way ANOVA results for participants’ cognitive trust in AI systems. 
Participants Source F-Statistic p-value η2 

All Human Decision Makers 
Estimated accuracy 12.093  0.001  0.065  
Actual performance 1.281  0.259  0.007  
Interaction 0.094  0.760  0.001  

High-competence Human Decision Makers 
Estimated accuracy 12.183  0.001  0.199  
Actual performance 0.498  0.484  0.010  
Interaction 0.021  0.884  0.000  

Medium-competence Human Decision Makers 
Estimated accuracy 0.512  0.477  0.007  
Actual performance 0.836  0.364  0.012  
Interaction 0.046  0.831  0.001  

Low-competence Human Decision Makers 
Estimated accuracy 4.403  0.041  0.082  
Actual performance 0.147  0.704  0.003  
Interaction 0.029  0.866  0.001  

 

 
Figure 4. Participants’ cognitive trust in AI systems (all human decision makers) 

 
5.3. Behavioral trust in AI systems 

Behavioral trust in AI systems was measured as part of task 2 by counting the number of instances that participants 
made the same final decision as the AI system, based on their suggestion. Table 3 shows the mean values and standard 
deviations of behavioral trust in AI systems for participants with different task competences, while the results of a 
two-way ANOVA of behavioral trust in AI systems is provided in Table 4. For all participants, both the estimated 
accuracy and actual performance of the AI systems had a significant effect on their behavioral trust towards AI systems 
(F(1,175) = 9.685, p = 0.002, η2 = 0.052 and (F(1,175) = 12.503, p = 0.001, η2 = 0.067)), but the effect of interaction 
was not found to be significant (F(1,175) = 0.019, p = 0.890, η2 = 0.000), supporting H3 and H4. As demonstrated in 
Figure 5, participants showed greater behavioral trust towards AI systems with actual high-performance rather than 
low-performance. On the other hand, participants accepted a greater amount of AI systems’ suggestions when they 
were informed of a higher performance than the actual situation. The results of the two-way ANOVA test (Table 4) 
indicate that the actual performance of AI systems has a significant effect on the behavioral trust of high-competence 
human decision makers, while the estimated accuracy of AI systems has a significant effect on the behavioral trust of 
medium-competence human decision makers. This study found that no significant effect exists in the low-competence 
human decision makers group. 
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Table 3. Mean values and standard deviations of humans’ behavioral trust in AI systems. 

 Condition 1 Condition 2 Condition 3 Condition 4 

Mean SD Mean SD Mean SD Mean SD 
All Human Decision Makers 16.00 2.402 17.13 2.040 17.00 2.034 18.05 1.698 
High-competence Human Decision Makers 14.77 1.739 16.75 1.815 16.13 2.475 17.54 2.025 
Medium-competence Human Decision Makers 16.42 2.411 16.95 2.392 17.00 1.658 18.33 1.372 
Low-competence Human Decision Makers 16.67 2.674 17.67 1.718 18.00 1.528 18.15 1.772 

 
Table 4. Results of the two-way ANOVA on humans’ behavioral trust in AI systems. 

Participants Source F-Statistic p-value η2 

All Human Decision Makers 
Estimated accuracy 9.685  0.002  0.052  
Actual performance 12.503  0.001  0.067  
Interaction 0.019  0.890  0.000  

High-competence Human Decision Makers 
Estimated accuracy 3.601  0.064  0.068  
Actual performance 8.909  0.004  0.154  
Interaction 0.258  0.614  0.005  

Medium-competence Human Decision Makers 
Estimated accuracy 4.277  0.042  0.058  
Actual performance 3.831  0.054  0.053  
Interaction 0.721  0.399  0.010  

Low-competence Human Decision Makers 
Estimated accuracy 2.878  0.096  0.055  
Actual performance 1.156  0.288  0.023  
Interaction 0.622  0.434  0.013  

 

 
Figure 5. Participants’ behavioral trust in AI system (all human decision makers) 

 
5.4. Complementarity between human and AI system 

The complementarity between humans and AI systems contains human unique knowledge and AI unique 
knowledge which is influenced by human input deviating from the AI system’s suggestions. In this study, human 
unique knowledge was captured by counting the number of times participants rejected the incorrect suggestion 
provided by the AI system and made the correct decision themselves. Conversely, AI unique knowledge reduction 
was measured by counting the number of times an incorrect decision was taken by participants when they rejected the 
correct suggestion offered by the AI system. The mean values and standard deviations of human unique knowledge 
and AI unique knowledge for all participants are provided in Table 5, while the results of a two-way ANOVA are 
shown in Table 6. The T-test results of complementarity show that the average number of AI unique knowledge 
reduction in condition 2 is significantly different from the other groups, and the average number of human unique 
knowledge in condition 3 is significantly lower than condition 1. The study’s results demonstrate that in the 
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collaboration with low-performing AI systems, humans trust AI system more when they are informed with higher 
estimated accuracy, therefore, contribute less human unique knowledge (see Figure 6). Otherwise, when participants 
collaborated with high-performing AI systems, they distrusted AI systems and made more incorrect decisions, 
therefore, deviated away from AI systems’ suggestions and reduced the AI unique knowledge for the group with lower 
estimated accuracy (see Figure 7). These results support hypothesis H5. 
 
Table 5. Mean values and standard deviations of complementarity between human and AI systems 

 Condition 1 Condition 2 Condition 3 Condition 4 

Mean SD Mean SD Mean SD Mean SD 
Human unique knowledge 3.43 2.106 1.59 1.326 2.58 1.790 1.39 1.280 
AI unique knowledge reduction 0.57 0.789 1.39 1.527 0.42 0.621 0.59 0.787 

 
Table 6. Results of the two-way ANOVA for human self-decision behavior 

Participant Source F-Statistic p-value η2 

Human unique knowledge 
Estimated accuracy 4.522  0.035  0.025  
Actual performance 37.483  0.000  0.176  
Interaction 1.736  0.189  0.010  

AI unique knowledge reduction 
Estimated accuracy 9.995  0.002  0.054  
Actual performance 10.978  0.001  0.059  
Interaction 4.780  0.030  0.027  

 

  
Figure 6. Human unique knowledge (all human decision makers) 

 

  
Figure 7. AI unique knowledge reduction (all human decision makers) 
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5.5. Cognitive absorption  
Participants’ cognitive absorption was measured by asking three questions, adapted from the existing scale, in the 

post-study questionnaire. Table 7 shows the mean values and standard deviations of cognitive absorption for the 
study’s different participants, while the results of the two-way ANOVA of cognitive absorption are shown in Table 8. 
These results suggest that the estimated accuracy of the AI system has a significant impact on participants’ cognitive 
absorption (F(1,175) = 10.035, p = 0.002, η2 = 0.054), whereas the impact of the actual performance of the AI system 
is not significant (F(1,175) = 0.345, p = 0.558, η2 = 0.002). Specifically, the interaction effect on participants’ 
cognitive absorption is significant (F(1,175) = 4.281, p = 0.040, η2 = 0.024). Therefore, hypotheses H2 and H6 are 
supported. In other words, when AI systems are described as being high-performance, participants report a higher 
level of focused immersion. However, the cognitive absorption of participants improves when they experience 
inconsistency between the estimated accuracy and actual performance of AI systems (shown in Figure 8). For 
participants with different levels of image-recognition competence, the main effect of estimated accuracy and the 
interaction effect on cognitive absorption are also found in the high-competence human decision makers group, but 
such effect is not significant for the low-competence and medium-competence human decision makers groups (Table 
8).  
 
Table 7. Mean values and standard deviations of cognitive absorption in four groups 

 Condition 1 Condition 2 Condition 3 Condition 4 

Mean SD Mean SD Mean SD Mean SD 
All Human Decision Makers 4.879  1.139  5.145  1.262  4.681  1.198  4.205  1.199  
High-competence Human Decision Makers 5.462  0.938  5.861  0.797  4.911  1.123  4.000  1.408  
Medium-competence Human Decision Makers 4.614  1.161  5.053  1.471  4.765  1.123  4.167  1.139  
Low-competence Human Decision Makers 4.667  1.155  4.689  1.080  4.308  1.371  4.462  1.102  

 
Table 8. Results of the two-way ANOVA of cognitive absorption 

Participant Source F-Statistic p-value η2 

All Human Decision Makers 
Estimated accuracy 10.035  0.002  0.054  
Actual performance 0.345  0.558  0.002  
Interaction 4.281  0.040  0.024  

High-competence Human Decision Makers 
Estimated accuracy 15.898  0.000  0.245  
Actual performance 0.715  0.402  0.014  
Interaction 4.696  0.035  0.087  

Medium-competence Human Decision Makers 
Estimated accuracy 1.611  0.209  0.023  
Actual performance 0.076  0.784  0.001  
Interaction 3.201  0.078  0.044  

Low-competence Human Decision Makers 
Estimated accuracy 0.814  0.371  0.016  
Actual performance 0.073  0.788  0.001  
Interaction 0.041  0.840  0.001  
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Figure 8. Cognitive absorption (all human decision makers) 

 
5.6. Human-AI collaboration performance 

This study measured human-AI collaboration performance by calculating the percentage of correct responses to 
the 20 questions answered in task 2. Table 9 shows the mean values and standard deviations of human-AI collaboration 
performance for the different participants, while the results of the two-way ANOVA of human-AI collaboration 
performance are provided in Table 10. For all participants, the results of the two-way ANOVA suggest that the impact 
of actual performance on human-AI collaboration performance is significant (F(1,175) = 52.944, p = 0.000, 
η2 = 0.232), however the impact of estimated accuracy is not significant (F(1,175) = 0.002, p = 0.968, η2 = 0.000). 
Similarly, a significant effect exists from interaction on human-AI collaboration performance (F(1,175) =8.056, 
p = 0.005, η2 = 0.044) and, therefore, hypotheses H7 and H8 are supported. Specifically, regardless of the estimated 
accuracy of AI systems, participants achieve higher collaboration performance when collaborating with AI systems 
that are more competent. The collaboration performance decreases when they experience inconsistency between the 
estimated accuracy and actual performance of AI systems. Moreover, when collaborating with low-performing AI 
systems, participants obtain a lower final accuracy score in the stated high-performance condition than the stated low-
performance one, please see Figure 9. Additionally, the same results are found from the two-way ANOVA for the 
high-competence and low-competence human decision-making groups. However, for the medium-competence human 
decision makers, only the actual performance of the AI system has a significant effect on human-AI collaboration 
performance. 
 
Table 9. Mean values and standard deviations of human-AI collaboration performance. 

 Condition 1 Condition 2 Condition 3 Condition 4 

Mean SD Mean SD Mean SD Mean SD 
All Human Decision Makers 74.32% 0.104  80.11% 0.089  70.67% 0.087  83.86% 0.064  
High-competence Human Decision Makers 81.54% 0.085  82.08% 0.086  75.33% 0.097  86.92% 0.048  
Medium-competence Human Decision Makers 72.11% 0.108  81.05% 0.081  70.88% 0.075  82.78% 0.065  
Low-competence Human Decision Makers 70.00% 0.080  77.33% 0.100  65.00% 0.054  82.31% 0.070  
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Table 10. Results of the two-way ANOVA on human-AI collaboration performance. 
Participant Source F-Statistic p-value η2 

All Human Decision Makers 
Estimated accuracy 0.002  0.968  0.000  
Actual performance 52.944  0.000  0.232  
Interaction 8.056  0.005  0.044  

High-competence Human Decision Makers 
Estimated accuracy 0.091  0.764  0.002  
Actual performance 7.212  0.010  0.128  
Interaction 5.975  0.018  0.109  

Medium-competence Human Decision Makers 
Estimated accuracy 0.016  0.899  0.000  
Actual performance 27.752  0.000  0.287  
Interaction 0.555  0.459  0.008  

Low-competence Human Decision Makers 
Estimated accuracy 0.000  0.995  0.000  
Actual performance 32.379  0.000  0.398  
Interaction 5.305  0.026  0.098  

 

 
Figure 9. Participants’ human-AI collaboration performance (all human decision makers). 

 
5.7. Post-hoc analysis 
5.7.1 Supplementary Experiment – Extended Accuracy Value Manipulation 

To examine the robustness of the study’s findings across a wider range of AI accuracy levels, supplementary 
experiments were conducted. Specifically, 171 participants were recruited, representing diverse ages and occupations 
through social media platforms. The experimental task and procedure remained consistent with the main experiment 
described previously. Specific design details and results for these supplementary conditions are presented in Table 11.  

First, a baseline condition was included where participants completed the tasks without assistance from an AI 
system, establishing an average human performance benchmark of 73.1% on the image classification tasks. This 
baseline confirms that the main experiment’s manipulation of estimated AI accuracy at 60% and 80% represents 
scenarios where the AI system’s capability is respectively lower and higher than the average human participant’s 
capability. Second, participant behavior under conditions with extremely low (40%) and perfect (100%) estimated AI 
accuracy were analyzed. As shown in Table 11, when informed that the AI system had 40% accuracy, participants 
largely disregarded its suggestions, performing similarly to the baseline group. Conversely, when informed that the 
AI system had 100% accuracy, participants exhibited near-total reliance, rarely questioning the AI. These findings 
indicate that collaboration becomes trivial at extreme accuracy levels (either too low or perfect), as either the human 
or the AI effectively performs the task alone. This reinforces that the main experiment’s use of 60% and 80% estimated 
accuracy levels simulates contexts where genuine, non-trivial human-AI collaboration is more likely required. 
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Table 11. Experimental design and results for supplementary experiment 
 Baseline Group Group 1 Group 2 Group 3 Group 4 
Task Image recognition 
Design in task 1  Human only Human only Human only Human only Human only 
Design in task 2 Human only Human+ AI Human+ AI Human+ AI Human+ AI 
Estimated accuracy - 40% 100% 60% 80% 
actual performance - 40% 100% 40% 100% 
Participant 43 29 21 39 39 
Average Age 29.8 28.4 31.8 27.8 26.9 
Gender (Female - Male) 19 - 24 11 - 18 12 - 9 22 - 17 20 - 19 
Average performance in task 1 64.7% 63.8% 63.3% 63.9% 64.9% 
Average performance in task 2 77.3% 75.9% 97.4% 69.1% 90.6% 
Average cognitive trust in AI - 2.48 6.76 4.18 5.49 
Average cognitive absorption 5.02 4.91 3.52 5.25 4.49 

 
Third, to further test the generalizability of the study’s conclusions regarding expectancy violations, additional 

supplementary conditions (Groups 3 and 4 in Table 11) were included where the estimated AI accuracy was 
inconsistent with its actual performance. Table 12 integrates results from both the main and supplementary 
experiments concerning these inconsistent conditions. These combined results support the prior hypotheses i.e., 
estimated accuracy higher than actual performance leads to over-trust, subsequently reducing collaboration 
performance; conversely, estimated accuracy lower than actual performance leads to under-trust (or distrust), which 
also impairs collaboration performance. Furthermore, consistent with H11, discrepancies between estimated accuracy 
and actual performance were associated with increased cognitive absorption. 
 
Table 12. Results for groups with different accuracy level 

  Cognitive Trust Cognitive Absorption Performance 

 Estimated Accuracy 40% 60% 40% 60% 40% 60% 
Actual Performance 40% 2.48 4.18 4.91 5.25 75.90% 69.10% 

 60%  4.455  4.879  74.32% 

 Estimated Accuracy 80% 100% 80% 100% 80% 100% 
Actual Performance 80% 5.227  4.205  83.86%  
 100% 5.49 6.76 4.49 3.52 90.60% 97.40% 

5.7.2 Supplementary Experiment – Task Context Manipulation 
To further assess the robustness and generalizability of the study’s findings, an additional supplementary 

experiment was conducted by changing the task context. Recognizing that AI capabilities in image recognition are 
highly mature, text sentiment recognition was chosen as an alternative task, representing a different type of human-
AI collaborative challenge where AI performance may be less consistently superior. Participants were asked to read 
short texts and classify the expressed emotion into one of seven categories (i.e., sadness, happiness, disgust, anger, 
like, surprise, fear). The 30 text items used were sourced from the public OCEMOTION dataset (M. Li et al., 2016). 
Experimental procedures and manipulations remained consistent with the main study. Data from 145 participants were 
included in the final analysis (2 participants were excluded for failing attention checks). The results are presented in 
Table 13 and Table 14. As shown in these tables, the findings in the text sentiment recognition context were largely 
consistent with those of the main study. This indicates that the original findings demonstrate good robustness and 
generalize well across different task contexts. 
 
Table13. Experimental design and results for supplementary experiment with task context manipulation 

 Group 1 Group 2 Group 3 Group 4 
Task Text sentiment analysis 
Estimated accuracy 60% 80% 60% 80% 
Actual performance 60% 60% 80% 80% 
Participant 35 36 37 37 
Average Age 30.1 28.31 28.6 29.2 
Gender (Female - Male) 16-19 20-16 22-17 16-21 
Cognitive trust in AI 4.06  4.69  4.19  4.95  
Behavioral trust in AI 14.77  15.75  16.86  17.86  
Cognitive absorption 5.03  4.94  5.42  4.49  
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Human-AI collaboration performance 70.86% 65.28% 75.95% 79.86% 
 
Table14. Results of the two-way ANOVA of supplementary experiment 

  
Estimated accuracy Actual Performance Interaction 

 
F p η2 F p η2 F p η2 

Cognitive trust in AI systems             
Total 15.218 0.000 0.097 1.152 0.285 0.008 0.112 0.739 0.001 

High-competence worker 11.003 0.002 0.229 0.927 0.342 0.024 0.006 0.936 0.000 

Medium-competence worker 0.680 0.413 0.012 0.022 0.881 0.000 0.776 0.382 0.014 

Low-competence worker 7.076 0.011 0.144 0.856 0.360 0.020 0.013 0.908 0.000 

Behavioral trust in AI systems       
Total 14.468 0.000 0.093 65.451 0.000 0.317 0.002 0.967 0.000 

High-competence worker 4.463 0.041 0.108 21.918 0.000 0.372 0.060 0.808 0.002 

Medium-competence worker 5.559 0.022 0.093 29.497 0.000 0.353 0.297 0.588 0.005 

Low-competence worker 4.505 0.040 0.097 15.460 0.000 0.269 0.107 0.746 0.003 

Cognitive absorption 
       

Total 7.271 0.008 0.049 0.028 0.868 0.000 5.072 0.026 0.035 

High-competence worker 9.715 0.004 0.208 1.100 0.301 0.029 6.467 0.015 0.149 

Medium-competence worker 1.540 0.220 0.028 0.837 0.364 0.015 2.667 0.108 0.047 

Low-competence worker 0.494 0.486 0.012 0.118 0.733 0.003 0.069 0.793 0.002 

Human-AI collaboration performance 
      

Total 0.268 0.605 0.002 37.634 0.000 0.211 8.770 0.004 0.059 

High-competence worker 0.001 0.979 0.000 8.580 0.006 0.188 7.761 0.008 0.173 

Medium-competence worker 0.276 0.602 0.005 26.909 0.000 0.333 1.493 0.227 0.027 

Low-competence worker 0.025 0.874 0.001 13.346 0.001 0.241 3.077 0.087 0.068 

 
6. Discussion 
6.1. Findings 

This study aimed to explore the effect of the estimated accuracy and actual performance of AI systems on several 
dependent variables (i.e., cognitive trust, behavioral trust, complementarity, cognitive absorption, and human-AI 
collaboration performance) in AI-advised human decision-making environments. The study’s results reveal several 
major findings. 

First, the estimated accuracy and actual performance of AI systems have different impacts in human-AI 
collaboration. On the one hand, only estimated accuracy (i.e., stated high-performing vs. low-performing) was found 
to have a significant effect on humans’ cognitive trust in AI systems, resulting in over-trust towards actual low-
performing AI (Condition 3) and distrust towards actual high-performing AI (Condition 2). As hypothesized (S. Wu 
et al., 2024), estimated accuracy, as a descriptive signal before interaction, determines employees’ beliefs and 
expectations about AI at the cognitive level, leading to potentially an improper trust level. On the other hand, both the 
estimated accuracy and actual performance of AI systems have a significant effect on behavioral trust. It indicated 
that actual performance, as a demonstration signal during interaction, impact individual behaviors significantly, 
showing an anchoring effect on behavioral trust. Meanwhile, behavioral trust deviates based on humans’ perceptions 
and beliefs about AI (cognitive trust), which are derived from descriptions of AI system (estimated accuracy). 

Second, the inconsistency between estimated accuracy and actual performance reduces the complementarity 
between human and AI. The study results demonstrate that when humans collaborate with an actual low-performing 
AI system, humans more frequently will follow the suggestions of the AI system and contribute less human unique 
knowledge when they are informed that they are collaborating with an AI system with high estimated accuracy. 
Conversely, AI unique knowledge decreases when the actual performance is higher than the estimated accuracy of AI 
system. Such reduction of complementarity can be explained by the inappropriate cognitive trust and the following 
behavioral biases. 
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Third, both the estimated accuracy and the interaction between estimated accuracy and actual performance have 
a significant effect on the cognitive absorption of humans. These results indicate that humans’ cognitive absorption is 
mainly influenced by the estimated accuracy of AI systems, while the inconsistency between the estimated accuracy 
and actual performance of AI systems causes a higher cognitive absorption, which means that humans invest more 
cognitive resources. This aligns with the results of previous studies (J.-W. Hong et al., 2024; S. Wu et al., 2024), 
which shows that estimated accuracy, as a quality signal, helps construct performance expectations that influence 
cognitive engagement. Furthermore, consistent with EVT, cognitive absorption increased (indicating greater resource 
deployment) when employees experienced these violations stemming from the discrepancy between estimated and 
actual performance. 

 Fourth, both the actual performance and the interaction between estimated accuracy and actual performance 
have a significant effect on the human-AI collaboration performance. These results demonstrate that human-AI 
collaboration performance is mainly influenced by the actual performance of the AI system, which provides evidence 
for the anchor effect of AI systems’ suggestions. However, the inconsistency between estimated accuracy and actual 
performance (i.e., Condition 2 and 3) causes lower human-AI collaboration performance; this result is correlated to 
the reduction of complementarity.  

In addition, individual characteristic (human task competence) impacts the effects of estimated accuracy and 
actual performance on human-AI collaboration. Specifically, this study finds that the positive effect of estimated 
accuracy on cognitive trust is significant in the low-competence and high-competence employee group, but not the 
medium-competence group (H9). For these susceptible low and high-competence groups, initial trust, heavily 
influenced by estimated accuracy, can become inappropriate (misplaced over or under-trust) when this signal 
misaligns with the AI system’s actual performance, decreasing collaboration performance. Consequently, the 
interaction effect between estimated accuracy and actual performance on human-AI collaboration performance was 
significant for these two groups (H10). This pattern likely emerges because low-competence employees tend to rely 
more heavily on external information, such as estimated accuracy, while high-competence employees actively 
interpret this signal based on their own expertise. Conversely, medium-competence employees may find the estimated 
accuracy less decisively informative relative to their own capabilities, making it less influential on their trust formation. 
This study also finds that only high-competence employees exhibited higher levels of cognitive absorption when 
collaborating with an AI system whose estimated accuracy was inconsistent with its actual performance. This is likely 
because only employees with higher task competence possess the capability to effectively evaluate the AI system’s 
actual performance during interaction and, therefore, readily perceive the expectancy violation caused by the 
inconsistency. As hypothesized (H11), the interaction effect of estimated accuracy and actual performance on 
cognitive absorption is significant in the high-competence employee group.  
6.2. Theoretical contributions 

This study provides several important theoretical contributions. First, signaling theory is used to explain the 
influence of descriptive information and actual representation in different interactions. Previous studies have applied 
signaling theory to different contexts, such as online marketplaces and online health communities, however this study 
applies the theory to human-AI collaboration. The study’s results show that the accuracy of description information, 
as a description signal, has a significant impact on cognitive outcomes, such as humans’ cognitive trust and cognitive 
absorption, while the actual interaction performance, as a demonstration signal, anchors human behaviors and 
significantly affects the human-AI performance. This contribution extends the range of applications and scenarios of 
signaling theory and provides empirical evidence to explain the different effects of descriptive and demonstrative 
signals on cognitive outcomes and behavioral outcomes. 

Second, this study expands the understanding of human-AI collaboration in work scenarios (e.g., e-commerce, 
healthcare, etc.) by applying expectancy violation theory to examine the sources and consequences of inappropriate 
trust. Previous studies apply signaling theory to explain why user trust AI induced by the descriptive information (i.e., 
estimated accuracy) before interaction, or the actual performance during interaction, but ignoring the integration 
impact of both estimated accuracy and actual performance. The expectancy violation theory explained why the 
inconsistencies between estimated accuracy and actual performance led to inappropriate cognitive trust (i.e., over-
trust and distrust), greater investment in cognitive resources, and poor collaborative performance. This finding 
advance current understanding about inappropriate trust in human-AI collaboration by using expectancy violation 
theory and enriches discussion on the drivers of human input and human-AI collaborative performance. 

Third, this study extends current understanding about human input and collaborative performance in human-AI 
collaboration. The dependent variables used in this study include (1) cognitive outcomes, such as humans’ cognitive 
trust and cognitive absorption, (2) behavioral outcomes, including behavioral trust, (3) complementarity, represented 
by human unique knowledge and AI unique knowledge, and (4) collaboration outcomes, such as human-AI 
collaborative performance. Specifically, this study explains the reasons for the decrease in collaboration performance 
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by breaking down the changes in complementarity. The study’s findings suggest a causal chain whereby inappropriate 
cognitive trust leads to inappropriate behavioral trust, which in turn reduces complementarity and ultimately decreases 
collaboration performance. These findings consider a variety of user outcomes and provide a comprehensive 
perspective for understanding human input in human-AI collaboration. 

Fourth, this study contributes to current understanding about the individual heterogeneity of human image 
classification ability. The findings extend existing research on the effects of human personality traits on trust and 
performance and identify high-competence and low-competence decision makers as vulnerable to negative effects of 
estimated accuracy. 
6.3. Practical implications 

This study provides several important practical implications for firms wishing to promote effective human-AI 
collaboration in decision making. First, the study’s results suggest that descriptive signals are critical for shaping 
employees’ initial perceptions and cognitive trust regarding the use of AI systems, and that an appropriate initial 
understanding enables more effective collaborative outcomes. Before interaction, firms should carefully design 
descriptive signals to convey comprehensive and accurate information. For example, in e-commerce settings, AI sales 
forecast accuracy could be detailed across dimensions (e.g., by product category or user group), enabling employees 
to better judge the reliability of AI systems for specific tasks. Moreover, providing multi-dimensional descriptive 
signals (e.g., detailing AI model, version, developer) beyond a single accuracy estimate may help calibrate employee 
trust more accurately and mitigate misplaced reliance based solely on one number. 

 Second, this study highlights that inconsistency between the AI system’s estimated accuracy and actual 
performance can cause expectancy violations, consequently increasing employees’ cognitive investment. Firms should, 
therefore, consider creating mechanisms to detect and manage such situations. For example, integrating prediction 
drift alert systems within human-AI collaboration systems could monitor AI performance, identify degradation signals, 
and potentially explain deviations, helping employees adjust their reliance appropriately. 

 Third, this study identified the important role of human input and complementarity in human-AI collaboration. 
Specifically, improper human input reduces the complementarity between humans and AI systems, which leads to 
poor human-AI collaboration performance. Therefore, firms should consider increasing incentives to correct 
inappropriate human input. Further, firms should invest in training employees’ collaborative capabilities; specifically, 
collaborative training in simulated scenarios and AI literacy programs could help employees better understand when 
and how their intervention is most valuable. 

Finally, the study’s heterogeneity results suggest that high-competence and low-competence employees may be 
most susceptible to the negative effects of inappropriate trust and expectancy violations. Firms should consider the 
characteristics of different competence groups when developing human-AI collaboration systems. For example, firms 
could offer greater customization within AI systems for high-competence users to support more critical engagement, 
while providing enhanced result-checking protocols and risk alerts for low-competence users to guide their reliance 
more effectively. 
6.4. Limitations and future research 

This study has several limitations that suggest avenues for future work. First, cognitive trust was measured as a 
static variable at the end of the experiment; however, for a more complete understanding, trust development should 
ideally be examined dynamically within AI-advised decision-making environments over time. Future research could 
also benefit from incorporating alternative or supplementary measures of trust. Second, this study used image 
recognition and text emotion recognition as their task contexts. These general task contexts may limit the external 
validity of the study’s findings when applied to specific real-world workplace environments, particularly domains 
such as e-commerce and healthcare where unique factors are prominent. For example, employee behaviors during 
human-AI collaboration might be strongly influenced by utilitarian goals (e.g., commercial or monetary interests) in 
e-commerce settings, or constrained by certain ethical or legal considerations within the healthcare field. Therefore, 
future studies should investigate the impact of industry-specific contexts and explore how these findings might 
manifest differently in certain professional domains. 
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