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ABSTRACT 

 

The advent of Artificial General Intelligence (AGI) has heralded a new era in e-commerce, empowering 

recommendation systems with its advanced capabilities, yet concerns about fairness in these systems have emerged. 

This paper presents a comprehensive study examining user gender fairness in various recommendation algorithms and 

domains, with a particular focus on AI-enabled and LLM-based recommendation systems. Concretely, we conduct 

experiments on four datasets from distinct domains to evaluate and compare the gender fairness of eleven 

recommendation models from six families under several fairness metrics, such as Absolute Difference, Item Coverage, 

and Gini coefficient. Our findings reveal significant disparities in recommendation accuracy and diversity between 

male and female users, highlighting the need for fair and unbiased recommendation services in e-commerce. Notably, 

the latest LLM-based recommendation model demonstrates promising fairness in terms of Item Coverage and Gini 

coefficient between male and female users, suggesting its potential in mitigating gender bias in recommendations. 

This study contributes to the understanding of gender fairness in different families of recommendation systems and 

provides insights for recommendation system design in e-commence platforms. 

 

Keywords: Recommendation systems; Gender fairness; Fairness evaluation; LLM-based recommendation  

 

1. Introduction 

Artificial intelligence (AI) has become a cornerstone in e-commerce, particularly through recommendation 

systems (RecSys) that have transformed people’s lives by providing personalized product services across various 

platforms. With the emergence of artificial general intelligence (AGI), the integration of large language models (LLMs) 

into recommendation systems has further enhanced their capabilities (L. Wu et al., 2024). However, some social issues 
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such as fairness have emerged. Over the past two decades of rapid development in recommendation technology, 

researchers have been dedicated to designing more sophisticated models to provide more accurate and personalized 

services to meet user needs. As the reliance on AI-enabled recommendation systems grows, so does the scrutiny on 

their fairness, particularly in how they treat different demographic groups.  

Researchers have highlighted potential biases that can lead to unfair treatment of certain groups. Among these 

biases, gender-based discrimination stands out as a critical area of concern, which is the primary focus of this study. 

Several studies (M. Ekstrand et al., 2018; M. D. Ekstrand & Kluver, 2021; Melchiorre et al., 2021; Wang & Chen, 

2021) have explored gender bias in recommendation systems, finding significant disparity in recommendation 

effectiveness for male and female users. This gender bias can limit the consumption choices and experiences of 

disadvantaged groups, undermine consumer trust, and raise ethical and legal concerns (Ren et al., 2024). However, 

there are still relatively few studies specifically on gender fairness in recommendation systems, and most of the 

existing researches focus on specific recommendation models and scenarios, such as traditional collaborative filtering 

models (M. Ekstrand et al., 2018) and music recommendation (Melchiorre et al., 2021), lacking systematization and 

comprehensiveness. In this paper, we study user gender fairness of recommendation models from various families 

comparatively in multiple data scenarios, examining the extent to which these models may inadvertently favor one 

gender over another in their recommendations. Besides, we evaluate fairness in a wider dimension during the 

comparative study. In other words, we evaluate user gender bias in accuracy measurements and beyond-accuracy 

measurements, such as diversity. 

We begin by reviewing the evolution of recommendation systems and research status of fairness in 

recommendation systems, our review reveals a growing body of work aimed at enhancing fairness and maintaining 

the overall performance of recommendation systems, while ignoring several critical questions about whether many of 

the current recommendation algorithms are unfair inherently, and if so, how and why. To explore and clarify the above 

questions, we conduct a comprehensive experimental analysis of four traditional recommendation models, six AI-

enabled recommendation models, and one state-of-the-art LLM-based recommendation model. We evaluate these 

models across four diverse datasets, evaluating their accuracy, diversity and fairness of different gender user groups 

using established metrics such as Absolute Difference, Item Coverage, and Gini coefficient. Our findings provide 

insights into the gender fairness of recommendation systems, revealing significant differences in recommendation 

accuracy and diversity between male and female users. We also explore the potential of large language models to offer 

more equitable recommendations, suggesting that these models may hold the key to addressing gender bias in 

recommendation systems. 

This paper aims to contribute to the understanding of gender fairness in recommendation systems and to inform 

future research and development efforts. By shedding light on the current state of gender fairness in recommendation 

systems, we hope to inspire further investigation into the factors that influence fairness and the development of fair 

models that are more issue-solving oriented. 

 

2. Related Works 

To provide a foundation for understanding current recommendation systems and the challenges they face in 

achieving fairness, we will review the development trajectory of recommendation systems from traditional 

collaborative filtering to the latest LLM-baesd recommendation systems, as well as the research status of fairness in 

recommendation systems, including diverse fairness concepts and optimization strategies that have been proposed to 

address these issues. 

2.1. Recommendation Systems 

2.1.1 Traditional Recommendation Systems 

Traditional recommendation systems, represented by heuristic collaborative filtering (CF) and matrix 

factorization (MF) methods, mainly rely on user-item historical interaction data to generate recommendations. 

Heuristic methods, dating back to an email screening system (Goldberg et al., 1992) and popularized by Amazon's 

collaborative filtering (Linden et al., 2003), calculate similarity between users or items based on their interaction 

history. CF is efficient and interpretable, yet it may face challenges such as the head effect, poor generalization in 

sparse data, and scalability (Kim & Ahn, 2011). MF methods, which gained prominence in the Netflix Prize Challenge 

in 2006 (Bell et al., 2007), decompose the interaction matrix into low-rank matrices to capture the latent user and item 

features for predicting user preferences. They offer enhanced performance on sparse matrices and better scalability. 

However, they typically assume linear data patterns and may struggle with generalization for unseen feature 

combinations, especially in cold start scenarios.  

2.1.2 AI-Enabled Recommendation Systems 

Recommenders with deep neural networks integrated, which we call AI-enabled recommendation systems, have 

flourished in the last decade. They excel in processing diverse data types and offering more relevant recommendations 
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through strong feature learning ability. We mainly review recommendation systems based on neural collaborative 

filtering, autoencoder, and graph neural network.   

Neural collaborative filtering-based recommendation systems, popular in the 2010s, use multi-layer neural 

networks to automatically learn implicit user and item features, capturing complex non-linear relationships in data. 

For example, ConvNCF employs CNNs to model higher-order user-item correlations (He et al., 2016), and NeuMF 

combines matrix factorization with neural networks to capture both linear and non-linear correlations (He et al., 2017). 

However, these models may lack interpretability as black-box models and are prone to overfitting with sparse data 

(Wu et al., 2023). 

Autoencoder-based recommendation systems use autoencoders to learn low-dimensional representations of users 

and items for recommendations. They excel in processing sparse data and learning effective representations. For 

example, CDAE introduces noise to the input layer and employs denoising to improve robustness and generalization 

capabilities (Wu et al., 2016), while Mult-VAE boosts recommendation by integrating multi-source information to 

capture multi-dimensional latent features (Aguila et al., 2023). 

Graph neural networks-based recommendation systems leverage the graph structure of user-item interactions to 

capture complex collaborative signals by propagating information across the graphs. For instance, NGCF and 

LightGCN learn node embeddings and model high-order connectivity through message passing and feature 

aggregation on the graph. (Wang et al., 2019; He et al., 2020). These models improve recommendation accuracy and 

address challenges like data sparsity and cold-start problems.  

2.1.3 LLM-based Recommendation Systems 

At the moment, recommendation systems based on large language models are a prominent emerging direction in 

the field of recommendation system (Wu et al., 2024). These models leverage pre-trained large language models 

(LLMs) to capture user needs and preferences through their powerful semantic understanding and generation 

capabilities, thereby enhancing the performance of recommendation systems. They are adept at processing and 

understanding a vast amount of textual data and generating richer, more accurate, and more personalized 

recommendations. 

To sum up, although the recommendation technology is updated and iterated rapidly, there is no absolute winner 

among the old and the new recommendation models, and the early classic model can still be widely used in business 

combined with the newer technology (Moon et al., 2019; Lin, 2024). Sometimes these different families of 

recommendation algorithms can be merged into a hybrid model recommendation system according to the needs of 

business scenarios (Ye et al., 2019). Whether it is a single model or a hybrid model, most of them aim to improve the 

accuracy of recommendations to enhance the user experience and maximize the benefits of multi-stakeholders. 

2.2. Fairness in Recommendation Systems 

AI algorithms’ bias in sensitive areas such as STEM career advertising (Lambrecht & Tucker, 2019), algorithmic 

recruiting (Ochmann et al., 2024), credit financing (Fu et al., 2021), emotional AI applications (Rhue, 2024) has 

sparked widespread fairness concerns. These concerns naturally extend to e-commerce and personalized product 

consumption (Ren et al., 2024; Weith & Matt, 2023), where fairness is essential not only for ethical considerations but 

also for enhancing user trust and business sustainability. Recommendation systems, as a prominent application of AI 

in e-commerce, are no exception and require thorough examination of their fairness implications. Relevant research 

is burgeoning, covering a wide range of topics. We surveyed existing studies from two aspects: the concepts and 

evaluations of fairness in recommendation systems (summarized in Table 1) and the improvements and optimizations 

of fairness in recommendation systems (summarized in Table 2). Based on this, we have identified that there is still 

room for progress in some critical aspects of recommendation system fairness research, which has motivated us to 

conduct this work. 

2.2.1. The Concepts and Evaluations of Fairness in RecSys 

For the fairness evaluation of recommendation systems, researchers have proposed many different fairness 

concepts, which can be categorized from various perspectives. Generally, from the perspective of demographic unit 

in recommendation systems, there are Group Fairness (Yao & Huang, 2017) and Individual Fairness (Biega et al., 

2018). From the perspective of stakeholders in RSs, fairness is categorized into user-side (consumer) fairness, item-

side (provider) fairness and two-side (CP or multi-sided) fairness. User-side fairness typically denotes no significant 

performance disparities among user groups divided by sensitive attributes. These attributes commonly refer to 

demographic characteristics (e.g., age, gender), yet some studies explore non-demographic properties, such as user 

activity (Zhang et al., 2024; Han et al., 2024; Wang et al., 2025), user interest diversity (Y. Zhao, Xu, et al., 2024), the 

rarity of users’ disease (Z. Zhao et al., 2024), user sexual orientation (Y. Zhao, Wang, et al., 2024), etc. Most research 

focuses on recommendation performance disparities in accuracy (relevance or utility) measurements, with several 

proposing user bias in beyond-accuracy measurements (Wang & Chen, 2021; Melchiorre et al., 2021). Item-side 

fairness generally implies equal exposure opportunity among different products (Qi et al., 2022; Shang et al., 2024; 
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Zhu et al., 2020). Two-sided fairness means that a recommendation system is supposed to treat all stakeholders fairly 

(Naghiaei et al., 2022; Patro et al., 2020), usually with tradeoff objective between user fairness and item fairness 

(Greenwood et al., 2024). Some new concepts of fairness have emerged recently, such as long-term fairness (Ge et al., 

2021), personalized fairness (Li et al., 2021), selective fairness (Wu et al., 2022), and explainable fairness (Ge et al., 

2022). On the basis of various fairness concepts, researchers design metrics respectively to quantify them (Y. Wu et 

al., 2024), such as Absolute Difference (Fu et al., 2020; Li et al., 2021; Zhu et al., 2018), KS statistic (Kamishima et 

al., 2018; Zhu et al., 2018), Pairwise Fairness (Beutel et al., 2019), KL-divergence (Steck, 2018; Wan et al., 2020), 

Entropy (Patro et al., 2020), Gini coefficient (Fu et al., 2020; Ge et al., 2021; Leonhardt et al., 2018), and so on. 

Several reviews on the fairness of recommendation systems (Wang et al., 2023; Wu et al., 2024; Deldjoo et al., 2024) 

have classified and summarized these numerous concepts and metrics of fairness in various forms. For example, Wang 

et al. (2023) summarize the existing fairness metrics as belonging to two fairness concepts Process Fairness and 

Outcome Fairness. In this paper we focus on the user-oriented group fairness in recommendation systems, with 

particular attention to gender attribute. We choose common metrics, Absolute Difference, Gini coefficient, Variance, 

to measure the gender bias of user groups from accuracy and diversity dimension. 

 

Table 1: the Concepts of Fairness in RecSys 

Views Category References 

 

 

 

Demographic 

Unit 

 

 

Group Fairness 

Burke et al. (2017); Kamishima & Akaho (2017); Yao & Huang (2017); 

M. Ekstrand et al. (2018); Farnadi et al. (2018); Kamishima et al. (2018); 

M. D. Ekstrand et al. (2018); Zhu et al. (2018); Geyik et al. (2019); M. D. 

Ekstrand & Kluver (2021); R. Z. Li et al. (2021); Ge et al. (2021); Islam 

et al. (2021); Naghiaei et al. (2022); Rahmani et al. (2022); Boratto et al. 

(2022, 2023); Chen et al. (2023);  

Individual 

Fairness 

Biega et al. (2018); Rastegarpanah et al. (2019); Patro et al. (2020); 

Mansoury et al. (2020, 2022); Y. Li et al. (2021); J. Li et al. (2022);   

 

 

 

 

Stakeholders 

 

 

User/Consumer 

Fairness 

Burke et al. (2017); Kamishima & Akaho (2017); Yao & Huang (2017); 

M. Ekstrand et al. (2018); M. D. Ekstrand et al. (2018); Farnadi et al. 

(2018); Kamishima et al. (2018); Leonhardt et al. (2018); Steck (2018); 

Zhu et al. (2018); M. D. Ekstrand & Kluver (2021); R. Z. Li et al. (2021); 

Y. Li et al. (2021); Sonboli et al. (2021); Boratto et al. (2022, 2023); 

Rahmani et al. (2022); Zhang et al. (2024); Han et al. (2024); Y. Zhao, Xu, 

et al. (2024); Z. Zhao et al. (2024); Y. Zhao, Wang, et al. (2024); Wang et 

al. (2025) 

 

Item/Provider 

Fairness 

Abdollahpouri et al. (2017, 2019, 2020); Biega et al. (2018); Singh & 

Joachims (2018); Ferraro (2019); Geyik et al. (2019); Morik et al. (2020); 

Li et al. (2022); Zhu et al. (2020); Naghiaei et al. (2022); Qi et al. (2022); 

Chen et al. (2023); Do & Usunier (2023); Jiang et al. (2024); Shang et al. 

(2024) 

Multi-sided/CP 

Fairness 

Naghiaei et al. (2022); Patro et al. (2020); Wang, et al. (2024); (Greenwood 

et al., 2024) 

 

2.2.2. The Improvements and Optimizations of Fairness in RecSys 

 Relatively, a greater number of papers focus on how to enhance fairness while optimizing the overall performance 

of the model, so that accuracy is not significantly compromised. Towards various recommendation domains and basic 

recommendation models, researchers have designed a multitude of sophisticated fairness-aware recommendation 

models employing a variety of classical or advanced optimization techniques at different stages of the recommendation 

system pipeline. 

 Firstly, existing researches consider fairness in different recommendation scenarios. For example, Qi et al. (2022) 

and Wu et al. (2021) aim to improve the fairness in news recommendation for both consumer and provider; Zhao et 

al. (2024) addressed the unfairness issue in medication recommendation, enabling patients with rare diseases to obtain 

accurate recommendations. Ferraro (2019), Melchiorre et al. (2021) and Dinnissen (2024) studied fairness in music 

recommendation. Geyik et al. (2019), Islam et al. (2021) and Sühr et al. (2021) designed fairness-aware models to 

advance fairness in employment recommendation. Lee et al. (2014), Liu et al. (2019) and Smith et al. (2023) paid 

attention to fairness issue in lending platform. 

Meanwhile, researchers achieve their fairness goals based on diverse basic models from various recommendation 

system families, as described in the previous section. The optimization approaches (also known as optimization 



Journal of Electronic Commerce Research, VOL 26, NO 3, 2025 
 

Page 241 

strategies or techniques) may vary depending on different families of recommendation models according to their 

respective characteristics. For instance, Burke et al. (2017, 2018) created a balanced neighborhood in which 

recommendations for all users are generated from neighborhoods that are balanced with respect to the protected and 

unprotected classes. For matrix factorization models, most studies (Kamishima et al., 2018; Kamishima & Akaho, 

2017; Yao & Huang, 2017; Zhu et al., 2018) use regularization constraints to remove sensitive information from 

models. For deep learning recommendation models, one of the typical approaches is to obtain unbiased user or item 

representations through adversarial learning (Li et al., 2021; Wu et al., 2021), or especially, Islam et al. (2021) use a 

pre-training and fine-tuning approach with bias correction techniques. Towards graph-based recommendation models, 

additional techniques tailored to graph-learning, like re-wiring (Wang et al., 2022) and graph modification (Current et 

al., 2022), are employed to obtain fair graph embeddings and thus achieve fairness. With regard to fairness in LLM-

based recommendation, the latest research introduces fairness evaluation frameworks suitable for LLM 

recommendations, such as FaiRLLM (Zhang et al., 2023) and CFaiRLLM (Deldjoo & Nazary, 2024), to identify and 

quantify potential biases, and Deldjoo & di Noia (2024) explores how to reduce stereotypical recommendation biases 

through various user profiling strategies, concretely, by constructing user profiles that more accurately reflect their 

preferences. 

Generally, the existing optimization methods for fairness in recommendation systems are divided into Pre-

processing, In-processing and Post-processing, which is a simple division that is widely accepted. That means to 

design optimization strategies before model training (usually by re-balancing the input data, such as re-labeling, re-

sampling and data modification), on the model itself (usually by adjusting the model structure or training objective), 

and on the recommendation results generated initially (usually by re-ranking the recommendation lists).  

 

Table 2: the Optimizations of Fairness in RecSys 

Dimension Category References 

 

 

 

Recommendation 

Family 

Memory-based 

RecSys 

Burke et al. (2017, 2018); Ekstrand et al. (2018) 

MF-based RecSys Yao & Huang (2017); Kamishima & Akaho, (2017); Farnadi et al. 

(2018); Kamishima et al. (2018); Zhu et al. (2018); Rastegarpanah et 

al. (2019); Li, Chen, Fu, et al. (2021) 

DL-based RecSys Islam et al. (2021); R. Z. Li et al. (2021); Y. Li et al. (2021); C. Wu et 

al. (2021) 

GNN-based 

RecSys 

Current et al. (2022); Fu et al. (2020); L. Wu et al. (2021); Xu et al. 

(2021); Chen et al. (2023) 

LLM-based RecSys Deldjoo & di Noia (2024); Deldjoo & Nazary (2024); Zhang et al. 

(2023) 

 

 

Recommendation 

Pipline 

Pre-processing Rastegarpanah et al. (2019);  

In-processing Yao & Huang (2017); Burke et al. (2018); Morik et al. (2020); Wan 

et al. (2020); C. Wu et al. (2021); L. Wu et al. (2021); R. Z. Li et al. 

(2021); Li, Chen, Xu, et al. (2021); Ge et al. (2021); Islam et al. 

(2021); Ge et al. (2022); Qi et al. (2022); Li et al. (2022) 

Post-processing Biega et al. (2018); Geyik et al. (2019); Liu et al. (2019); Fu et al. 

(2020); Patro et al. (2020); Li, Chen, Fu, et al. (2021); ; Naghiaei et 

al. (2022) 

 

 

Optimazation 

Technique 

Data modification Ekstrand et al. (2018); Rastegarpanah et al. (2019) 

Regularization Burke et al. (2017); Zhu et al. (2018); Fu et al. (2020); Kamishima & 

Akaho (2017); Li, Chen, Xu, et al. (2021); Yao & Huang (2017); 

Beutel et al. (2019); Morik et al. (2020); Wan et al. (2020) 

Adversarial 

learning  

Bose & Hamilton (2019); Wu et al. (2021); R. Z. Li et al. (2021); Li, 

Chen, Xu, et al. (2021); C. Wu et al. (2021); L. Wu et al. (2021) 

…  

 

Broadly speaking, these studies aimed at achieving a fairer recommendation system may have addressed some 

potential unfairness issues, and recently, several research efforts (Boratto et al., 2022, 2023; Rahmani et al., 2022) 

have been made to evaluate the proposed fairness-aware recommendation models. Some research has also suggested 

that algorithms cannot achieve fairness alone, and it needs human-technology collaboration (Boston College et al., 

2021). However, while pursuing to make it fairer, we would like to ask that would many current AI-enabled 
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recommendation algorithms be considered inherently unfair? If so, which models are more unfair and which are 

less so? Does unfairness vary across different datasets? What factors might influence fairness? Most relevant 

research in this field pay attention to how to improve various fairness odjectives excessively, while neglecting to 

inspect the fairness status of numerous existing recommendation models. Several studies (Mansoury et al., 2019; 

Deldjoo et al., 2021; Guo et al., 2023; Anelli et al., 2023) carried out comparison and evaluation works on the fairness 

of some typical recommendation models, but they did not cover the whole recommendation families. For example, 

Mansoury et al. (2019) and Deldjoo et al. (2021) involved a series of models in the unified fairness evaluation, 

including non-personalized models, memory-based models and matrix factorization models, whereas more state-of-

the-art deep recommenders were not considered. Guo et al. (2023) proposed a framework called FairRec to support 

fairness testing of recommendation systems, but the framework contains only deep learning recommendation models. 

Besides, Anelli et al. (2023) audited fairness in graph collaborative filtering, exploring how different graph CF 

strategies affect various model performance including fairness. They found in the motivation example that there was 

no distinct winner when it comes to user fairness, with traditional CF models performing better, while some graph CF 

models did not achieve significant results. Nevertheless, they only compared two traditional CF models BPRMF and 

RP3β, and a more systematic fairness comparison is not the purpose of this study. On the whole, there is still a lack of 

comprehensive research in a unified way on fairness comparison and evaluation of the existing different families of 

recommendation models, which this paper aims to complete. 

 

3. Recommendation Models 

For a general recommendation task, 𝑈 denotes the set of users and 𝐼 denotes the set of items. Let 𝑈 × 𝐼 → 𝑅, 

where 𝑅 is a totally order set. And 𝑟𝑢𝑖 ∈ 𝑅 represent the score of user 𝑢 for product 𝑖. 𝑚 and 𝑛 denote the total 

number of users and items, respectively. 

As technological approaches continue to evolve, personalized recommendation models continue to be iterated 

and optimized. In this process, we selected two classical algorithms at several key stages in the development of 

personalized recommendation methods, respectively. Specifically, we have selected ten classical models from 

heuristics, matrix factorization based, neural collaborative filtering based, autoencoder based, and graph neural 

network-based recommendation models, as well as one LLM-baesd recommendation model. The next sections 

describe each of the selected recommendation methods. 

3.1. Heuristic Recommendation Models 

Heuristic recommendation methods are simple but efficient methods to generate recommendation results from 

some rules. These methods do not require complex training, and the recommendation results are highly interpretable. 
We chose two KNN-based recommendation methods, UserKNN and ItemKNN, to generate personalized 

recommendation lists from similar neighbors by calculating the similarity between users or items. Similarity can be 

calculated by cosine similarity, Pearson's correlation coefficient, and other approaches. Take the cosine similarity as 

an example, the formula is as follows: 

𝑠𝑖𝑚(𝑖, 𝑗) =
∑ 𝑟𝑢,𝑖 ∙ 𝑟𝑢,𝑗𝑢∈𝑈𝑖𝑗

√∑ 𝑟𝑢,𝑖
2

𝑢∈𝑈𝑖
∙ √∑ 𝑟𝑢,𝑗

2
𝑢∈𝑈𝑗

 
⑴ 

�̂�𝑢,𝑖 =
∑ 𝑠𝑖𝑚(𝑖, 𝑗) ∙ 𝑟𝑢,𝑖𝑖∈𝐼𝑢

∑ |𝑠𝑖𝑚(𝑖, 𝑗)|𝑖∈𝐼𝑢

 
⑵ 

Where 𝑈𝑖 means the set of users who interact with item 𝑖, 𝐼𝑢 means the set of items which interact with user 

𝑢. 

 
Figure 1: Basic Structure for UserKNN 
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ItemKNN (Deshpande & Karypis, 2004): Item-based k-nearest neighbor method. This approach first calculates 

the similarity between items using methods such as cosine similarity. It then leverages this similarity to identify and 

recommend items that are most similar to the user's previously interacted items. 

UserKNN (Breese et al., 1998): User-based k-nearest neighbor method. Similar in principle to the item-based 

approach, this method calculates the similarity between users. It then identifies users with similar preferences and 

recommends items that those similar users have liked or interacted with. 

3.2. Matrix Factorization-Based Recommendation Models 

Matrix factorization is the process of decomposing a complex matrix into the product of two or more simple 

matrices. Matrix factorization-based methods decompose the user-item matrix into two low-dimensional matrices 𝑃 

and 𝑄, and then predict ratings and recommended items by computing the inner product of the user and item vectors. 

�̂�𝑢,𝑖 = 𝑃𝑢 ∙ 𝑄𝑖
𝑇 ⑶ 

Bayesian Personalized Ranking （BPR） (Rendle et al., 2009): BPR is a pairwise ranking method that optimizes 

personal recommendation by maximizing the posterior probability of observed user-item interactions. The training 

data for BPR contains positive and negative pairs (missing values). 

Factorization Machines (FM) (Rendle, 2010): FM is a popular solution for efficiently utilizing second-order 

feature interactions. It embeds features into the hidden space and models the interaction between features by the inner 

product of the embedding vectors. 

 
Figure 2: Basic Framework for Matrix Factorization 

 

3.3. Neural Collaborative Filtering-Based Recommendation Models 

Neural collaborative filtering is a generalized framework which replaces the inner product with a neural 

architecture that can learn arbitrary functions from data. Compared to traditional matrix factorization methods, Neural 

collaborative filtering-based methods are able to capture nonlinear and higher-order interactive signals through multi-

layer neural networks. 

 
Figure 3: Basic Framework for Neural collaborative filtering-based Recommendation 

 

The predicted rating of product 𝑖 by user 𝑢 is calculated as follows: 

�̂�𝑢,𝑖 = 𝑒𝑢
𝑇 ∙ 𝑒𝑖 ⑷ 

Where 𝑒𝑢 and 𝑒𝑖 is the embedding vector of user 𝑢 and product 𝑖 obtained by the model. 

Neural Matrix Factorization (NeuMF) (He et al., 2017): NeuMF utilizes both MF and neural network MLP to fit 

the matching score, using the vector inner product to learn the association between user and item, while the MLP 
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partially captures other higher-order information about the two. The model can be divided into two parts: GMF and 

MLP. 

Convolutional Neural Collaborative Filtering (ConvNCF) (He et al., 2016): ConvNCF captures higher-order 

correlations between embedded dimensions through outer product operations and use convolutional neural networks 

(CNNs) to learn these higher-order correlations. 

3.4. Autoencoder-Based Recommendation Models 

Autoencoders extract useful features by compressing the input data into a low-dimensional space through an 

encoder and recovering the original data through a decoder. Recommendation systems use this approach to extract 

user and item characteristics to optimize recommendation performance. 

 
Figure 4: Basic Framework for Autoencoder-based Recommendation 

 

The predicted rating of product 𝑖 by user 𝑢 is calculated as follows: 

�̂�𝑢,𝑖 = 𝑓(𝑊𝑖
′𝑇𝑧𝑢 + 𝑏𝑖

′) ⑸ 

where 𝑊′ and 𝑏′ are the weight matrix and the offset vector for the output layer, respectively, 𝑧𝑢 is the latent 

representation, and 𝑓(∙) is a mapping function. 

Collaborative Denoising Auto-Encoder (CDAE) (Wu et al., 2016): CDAE uses the idea of a noise-reducing self-

encoder to construct the Top-n recommendation problem, where random noise is added to the input to improve the 

robustness of the model. 

Variational Autoencoders for Collaborative Filtering (Mult-VAE) (Liang et al., 2018): Mult-VAE is a 

collaborative filtering model based on implicit feedback and variational autoencoders (VAE) that uses polynomial 

likelihood variational autoencoders to solve the problem of too many parameters when variational inference is used 

for recommendations. 

3.5. Graph Neural Network-Based Recommendation Models 

Graph neural networks (GNN) utilize neural networks to learn graph-structured data. A recommendation system 

based on graph neural networks constructs user and item information into a graph, learns the knock-in representations 

of nodes by aggregating neighboring information through the GNN approach, and extracts and mines features and 

patterns in the graph for interest prediction. 

 
Figure 5: Basic Structure for GNN-based Recommendation 

 

The predicted rating of product 𝑖 by user 𝑢 is calculated in the same way as in equation (4). 

Neural Graph Collaborative Filtering (NGCF) (X. Wang et al., 2019): NGCF is a graph-based recommendation 

model that exploits higher-order connectivity information in user-item graphs by propagating embeddings over the 
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graph. The embeddings of user and item are allowed to interact with each other to obtain collaborative signals. 

Light Graph Convolution Network (LightGCN) (He et al., 2020): LightGCN simplifies the GCN model, retaining 

only the neighborhood aggregation part for collaborative filtering. It employs simple weighting schemes and 

aggregators, while omitting feature transformations and nonlinear activations. 

3.6. Large Language Model-Based Recommendation Models 

GLM-4 (GLM et al., 2024): The GLM-4 model is pre-trained on a 10 trillion corpus consisting mainly of Chinese 

and English, and is further aligned for both Chinese and English usage to better understand the user's intent to 

effectively accomplish complex tasks.GLM-4 supports 128K contexts, which is well adapted to long context scenarios 

in our recommendation tasks. At the same time, GLM-4 is close to the state-of-the-art models (GPT-4-Turbo, Gemini 

1.5 Pro, and Claude 3 Opus) in terms of standardized benchmarks as well as instruction adherence, long contexts, 

code problem solving, and agent capabilities. 

We designed three different prompt word templates to explore the impact of gender variations on top-k 

recommendation results. Specifically, prompt word 1 (P1) serves as a baseline without explicitly specifying the user's 

gender; prompt word 2 (P2) explicitly assumes that the user's gender is male; and prompt word 3 (P3) explicitly 

assumes that the user's gender is female. In addition, to avoid the effect of duplicate recommendations, we remove 

items that the user has already interacted with from the list of candidate recommendations for prompt words, as follows 

in the template. 

System: You are a movie recommendation expert. Based on the user's viewing history, please select 10 movies 

from the following movie list as the recommendation list to recommend to the user. Please note that each movie you 

recommend must be in the following movie list and do not output unrelated movie names. The movies in the list are 

sorted in descending order according to the user's preferences, and the recommendation list is output in the format of 

nested strings in the list, such as ['movie_name_1', 'movie_name_2', ...] 

P1: The viewing history of an user is as follows:《Dumbo》，《Star Wars》…… 

P2: The viewing history of a male user is as follows:《Dumbo》，《Star Wars》…… 

P3: The viewing history of a female user is as follows:《Dumbo》，《Star Wars》…… 

Please select 10 movies from the following to recommend to users: 

1. Zeus and Roxanne 

2. Maverick 

…… 

We called GLM-4-FLASH through the API provided by zhupu AI. To output a specified format that can be 

subsequently processed and to avoid over-conservative and repetitive recommendation results, we set temperature to 

0.95 and top_p to 0.7. On top of that, we turned off the tool calls to prevent the introduction of external knowledge 

that leads to discrepancies in the recommendations. 

Note that in this paper our goal is not to improve the performance of recommendation methods, but to compare 

the difference in fairness between different recommendation methods. Therefore, we have chosen a generalized 

recommendation framework and a classical recommendation model. 

 

4. Experiment 

In this section, we provide details on the datasets (Section 4.1), evaluation metrics (Section 4.2), and experimental 

setup (Section 4.3) used to compare the accuracy and fairness of different recommendation models. 

4.1. Datasets 

The fairness of recommendation systems is also usually related to the recommendation context and dataset 

properties. Hence, we chose four common recommendation and user behavior scenarios for movies, music, e-

commerce, and Q&A, corresponding to four different datasets. Each dataset includes the user's sensitive attribute 

“gender”. However, the proportion of men and women in each dataset is different. Since the size of different datasets 

varies very much, even by a factor of 100, this not only creates huge computational problems for the model, but also 

introduces new biases. Therefore, we sampled the data based on timestamps and selected data from different time 

periods in different datasets. To ensure that the amount of interaction data in these datasets does not vary too much, 

we took the data volume of the Movielens 100k dataset as a benchmark, and sample about 100,000  interactions data 

in each dataset. 

The basic information about the four datasets is as follows. 

Movielens (ML): a widely used dataset in movie recommendation research for developing and evaluating 

recommendation algorithms. It contains user ratings for movies, information about users and movies. Several versions 

of Movielens are available. In this study we use the ML-100K dataset, which consists of 100,000 ratings from 943 

users on 1,682 movies. 
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Last.fm: a dataset that provides music recommendations, containing information about the user's favorite music, 

artists, albums and user profiles. We chose the Last.fm-artists dataset to recommend favorite artists for users, focusing 

on the period July-December 2006. This subset contains 111394 “favorites-artists” interactions between 1361 users 

and 51940 artists. 

Ali_Display_Ad_Click (AliEC): log data provided by Alibaba for some users clicking on ads over an eight-day 

period, including advertising information, user information and user behavior logs, where each advertisement 

represents a specific product. We chose data from the first four days, including 104,295 click logs from 6,548 users 

on 56,111 ads. 

ZhihuRec (Hao et al., 2021): a large-scale text query and recommendation dataset released by the Q&A 

community platform Zhihu, including users, questions, answers, authors, topics, and user search logs. We chose topics 

as recommendation targets and filtered the interaction data of users who registered in 2018, including 107,189 

interaction records from 3,220 users on 6,797 topics. 

Table 3 and Table 4 summarize more detailed characteristics of these datasets. 

 

Table3: Statistics on the Number of Users of the Dataset 

Dataset inter_num item_num user_num inter/user inter/item sparsity 

Movielens 100000 1682 943 106.05 59.45 93.69% 

Last.FM 111394 51940 1361 81.85 2.15 99.84% 

AliEC 104295 56111 6548 15.93 1.86 99.97% 

ZhihuRec 107189 6796 3220 33.29 15.77 99.51% 
inter_num: Number of user interactions with the item 

item_num: Number of items 

user_num: Number of users 

 

Table 4: Statistics on User Interactions by Gender in the Dataset 

Dataset 
male_

num 

male_i

nter 

male_

ratio 

male_inter/

user 

female

_num 

female

_inter 

female

_ratio 

female_inter

/user 

Movielens 670 74260 0.71 110.84 273 25740 0.29 94.29 

Last.FM 1096 90118 0.81 82.22 265 21276 0.20 80.29 

AliEC 1339 21143 0.20 15.80 5209 83152 0.80 15.96 

ZhihuRec 3032 101306 0.94 33.41 188 2883 0.06 15.34 
male_num: Number of male users in the dataset 

male_inter: Number of interactions with item by male users 

male_ratio: male_num/user_num 

female_num: Number of female users in the dataset 

female_inter: Number of interactions with item by female users 

female_ratio: female_num/user_num 

 

4.2. Metrics 

The evaluation metrics package is divided into two categories: accuracy metrics and fairness metrics. 

4.2.1. Accuracy metrics 

These metrics measure the quality of personalized recommendations. 

Precision: Defined as the ratio of the user's favorite items to all recommended items in the system's 

recommendation list, i.e., how many of the recommended (predicted) items are actually of interest to the user. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
∑ |𝑅(𝑢) ∩ 𝑇(𝑢)|𝑢∈𝑈

∑ |𝑅(𝑢)|𝑢∈𝑈

 ⑹ 

Recall: Defined as the probability that a user's favorite item is recommended, i.e., how many of the items the user 

likes (clicks on) are recommended. This metric is more responsive to the performance of recommender systems in 

real-world scenarios. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ |𝑅(𝑢) ∩ 𝑇(𝑢)|𝑢∈𝑈

∑ |𝑇(𝑢)|𝑢∈𝑈

 ⑺ 

Mean Reciprocal Rank (MRR): Take the inverse of the standard answer's ranking among the results given by the 

evaluated system as its accuracy, and average it over all the questions. Specifically, for each user query, the system 

finds the first relevant item in the recommended list, and the reciprocal rank is computed as the inverse of that rank 

(i.e., 
1

𝑟𝑎𝑛𝑘
). If a relevant item is found at rank 1, the reciprocal rank is 1; at rank 2, it is 0.5, and so on. 
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𝑀𝑅𝑅 =
1

|𝑄|
∑

1

𝑟𝑎𝑛𝑘𝑖

|𝑄|

𝑖=1

 ⑻ 

Where |𝑄| is the number of queries, 𝑟𝑎𝑛𝑘𝑖  is the rank position of the first relevant item for the 𝑖𝑡ℎ query. 

Normalized Discounted Cumulative Gain (NDCG): Evaluate the quality of the recommendation list by 

considering the rank order and relevance score of each item in the list. It gives more weight to higher-ranked relevant 

items by applying a logarithmic discount, emphasizing that relevant items shown earlier in the list are more valuable 

to users. The formula for NDCG for a single query or user is: 

𝑁𝐷𝐶𝐺 =
𝐷𝐶𝐺

𝐼𝐷𝐶𝐺
 ⑼ 

where DCG (Discounted Cumulative Gain) is calculated as: 

𝐷𝐶𝐺 = ∑
2𝑟𝑒𝑙𝑖 − 1

log2(𝑖 − 1)

𝑘

𝑖=1

 ⑽ 

where 𝑟𝑒𝑙𝑖  means the relevance score of the item at position 𝑖, 𝑘 is the length of the recommended list. IDCG 

(Ideal DCG) is the maximum DCG value in the ideal case. 

4.2.2. Coverage metrics 

Coverage is a measure of the domain of the recommendation item. Low coverage can limit decision-help 

capabilities and thus be of less value to users (Herlocker et al., 2004). 

Item Coverage (Ge et al., 2010): The coverage of a recommender system is a measure of the domain of items in 

the system over which the system can form predictions or make recommendations, can be represented as a percentage 

of the recommended projected scores. 

𝐼𝑡𝑒𝑚 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =  
𝑁𝑟𝑒𝑐−𝑙𝑖𝑠𝑡_𝑖𝑡𝑒𝑚𝑠

𝑁𝑖𝑡𝑒𝑚𝑠

 ⑾ 

4.2.3. Fairness metrics 

Different fairness metrics serve different scopes of application. For consistent fairness, it is required that all 

individuals or groups should be treated similarly(Y. Wang et al., 2023). Thus, the associated metrics primarily measure 

the inconsistency of the utility distribution, such as Absolute Difference, Gini coefficient, and Variance. 

Absolute Difference (AD) (Fu et al., 2020; Li et al., 2021; Zhu et al., 2018): is the absolute difference of the utility 

between the protected group G0 and the unprotected group G1. For user group, the recommendation utility f (G) is 

often defined as the average predicted rating or the average recommendation performance in the group G (Fu et al., 

2020; Li et al., 2021). The lower the value, the fairer the recommendations. 

𝐴𝐷 =  |𝑓(𝐺0 − 𝑓(𝐺1))| ⑿ 

In this paper, we chose the NDCG to measure each group's utility. 

𝐼𝑡𝑒𝑚 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =  
𝑁𝑟𝑒𝑐−𝑙𝑖𝑠𝑡_𝑖𝑡𝑒𝑚𝑠

𝑁𝑖𝑡𝑒𝑚𝑠

 ⒀ 

Here, 𝑁𝑟𝑒𝑐−𝑙𝑖𝑠𝑡_𝑖𝑡𝑒𝑚𝑠 means the number of products in the recommended list, and 𝑁𝑖𝑡𝑒𝑚𝑠  means the number of 

all items. 

Gini Coefficient: The Gini coefficient is often used to measure inequality in fields such as sociology (Fu et al., 

2020; Mansoury et al., 2020). At the same time, there have been a number of studies on the fairness of 

recommendations that have used the Gini coefficient to measure individual fairness (Mansoury et al., 2020, 2022; Sun 

et al., 2019). The value of the Gini coefficient ranges from 0 to 1, with smaller values indicating greater fairness. The 

Gini coefficient can be calculated as (Sun et al., 2019): 

𝐺𝑖𝑛𝑖 =  
∑ (2𝑖 − 𝑛 − 1)𝑥𝑖

𝑛
𝑖=1

𝑛 ∑ 𝑥𝑖
𝑛
𝑖=1

 ⒁ 

where all items are sorted in ascending order by the number of times they have been recommended, 𝑖 denotes the 

position of the item after sorting, 𝑥𝑖  represents the number of times item 𝑖  has been recommended, and 𝑛 

represents the total number of items. 

Variance: Variance is a commonly used indicator of dispersion (Lin et al., 2017; Rastegarpanah et al., 2019; Wu 

et al., 2021). The utilities assessed can be scoring prediction error, recommendation outcome performance, and 

exposure (Wu et al., 2021). The lower the value, the fairer the recommendation. 

4.3. Experiment design 

In this section, we show the general recommendation model and the experimental design and process of using the 

Large Language Model for recommendation. 

We use the RecBole (Zhao et al., 2022) recommendation framework to implement general recommendation 
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models and GLM-4 (GLM et al., 2024) to implement LLM-based recommendation. RecBole is developed based on 

Python and PyTorch for reproducing and developing recommendation algorithms in a unified, comprehensive and 

efficient framework for research purposes. We directly implemented the 10 personalized recommendation models 

introduced in Sections 3.1-3.5 using RecBole.  

We chose the ‘gender’ attribute of the user as a sensitive attribute and based on this we grouped the data and 

calculated the corresponding metrics. In order to be able to calculate the accuracy and fairness metrics for the different 

subgroups, the specific experimental procedure was as follows: 

(1) Data filtering. To enable grouping by gender, we filtered the data of users with gender attributes. In addition, 

in order to reduce the amount of computation and to prevent the introduction of additional biases, we sampled the data 

as described in Section 4.1. 

(2) Dividing training set, validation set, test set. In order to allow for the evaluation of the metrics, the filtered 

data was divided into training, validation and test sets in a ratio of 8:1:1. 

(3) Model training and testing. The segmented dataset is first trained using RecBole's default parameters. The 

model parameters were then auto-tuned using the ‘hyper_tuning’ function provided by RecBole. For LLM-based 

recommendations, we first input the user's temporal interaction behavior with items (train set) into the model by 

organizing them into prompt words to facilitate the model's inference of user preferences. On this basis, we also input 

the titles of all items in the dataset into the model to limit the range of recommended items given by the model. The 

specific prompt words are described in Section 3.6. 

(4) Evaluation: Recbole provides the evaluation of the accuracy metrics we need in Section 4.2.1. To calculate 

the metrics for the different gender groups, we output the evaluation results of all users on the test set and then calculate 

the accuracy metrics for the male and female groups separately. Then, by calculating the absolute value of the NDCG 

values for the different groups, the fairness metric AD can be obtained. Further, we calculated the values of variance, 

item coverage, Gini coefficient. 

 

5. Results 

In this section, we show the performanc and fairness results of ten classical recommendation models and one 

LLM-based recommendation in all the experiments on four datasets. In order to answer the four research questions 

posed in this paper, we first observe whether there is any unfairness by comparing the performance of users of different 

genders in three categories of metrics: accuracy, item coverage, and Gini coefficient. Then compare the differences in 

unfairness across models and data in terms of the model and data dimensions, respectively. Finally, the results are 

summarized and the main factors affecting fairness are analyzed in relation to the dataset characteristics. 

5.1. Accuracy 

5.1.1. Accuracy Values 

First, we compared the accuracy of recommendation algorithms' recommendations for male and female users. 

Table 5 shows the performance of the 11 recommendation algorithms on the Movielens dataset on five accuracy 

metrics. As seen in Table 5, for each of the recommendtion methods, males outperform females in most metrics. This 

is consistent with the previous research findings (Ekstrand et al., 2018; Melchiorre et al., 2021), and we found this 

gender bias in more models and datasets. For the first research question, it is intuitively clear from the results that 

there is an unfairness in the recommendation results between male and female users. 

 

Table 5: Accuracy Results in Movielens 
Model Gender Recall@10 MRR@10 NDCG@10 Precision@10 

ItemKNN 
Male 0.2385 0.4916 0.301 0.2215 

FeMale 0.238 0.4553 0.2719 0.1875 

UserKNN 
Male 0.235 0.5344 0.31 0.2201 

FeMale 0.2468 0.4637 0.2753 0.1813 

BPR 
Male 0.2331 0.5145 0.2988 0.241 

FeMale 0.2283 0.4561 0.2686 0.1839 

FM 
Male 0.2359 0.5201 0.3067 0.2222 

FeMale 0.2338 0.4804 0.2775 0.1883 

NeuMF 
Male 0.1912 0.4167 0.2398 0.181 

FeMale 0.1815 0.3605 0.2078 0.1469 

ConvNCF 
Male 0.16 0.3852 0.2037 0.1464 

FeMale 0.1616 0.3252 0.1784 0.1205 

CDAE 
Male 0.2423 0.5234 0.3079 0.3079 

FeMale 0.2433 0.4974 0.2837 0.2837 

MultVAE Male 0.2424 0.5096 0.3052 0.2204 
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FeMale 0.255 0.5193 0.3028 0.1927 

LightGCN 
Male 0.2373 0.5399 0.3061 0.2151 

FeMale 0.2471 0.4845 0.2907 0.196 

NGCF 
Male 0.2121 0.477 0.2687 0.1915 

FeMale 0.2096 0.4318 0.2453 0.1648 

 

Then, we tabulated the results for the other three datasets, as shown in Figures 6-8. 

 

 
Figure 6: Accuracy Results in AliEC 

 

 
Figure 7: Accuracy Results in Last.fm 
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Figure 8: Accuracy Results in ZhihuRec 

 

For the second research question, for different recommendation models, it can be seen that only three 

recommendation methods, UserKNN, ConvNCF and CDAE, have higher recommendation accuracy for female users 

than male users in the AliEC dataset. In the Last.fm dataset, more than half of the recommendation methods show 

better recommendation results for female users. In the ZhihuRec dataset, as with Movielens, male users outperform 

female users on all recommendation methods. 

When analyzed in combination with the attributes of the datasets, the Movielens, Last.fm, and ZhihuRec datasets 

have significantly more male users and more interaction data than female users. The AliEC dataset has more female 

than male users. However, in the metric inter/num (i.e., how many interactions are recorded per user on average), the 

difference between males and females is not significant in the Last.fm and AliEC datasets, while the average number 

of interactions for male users is also significantly higher than that for female users in the Movielens and ZhihuRec 

datasets. Based on the above analysis, we can conclude that the merit of recommendation performance for users of 

different genders is not affected by the number of users but by the average number of user interactions. Resampling 

so that each group has the same number of interactions may eliminate the difference, which is the same conclusion as 

Ekstrand et al. (2018) reached. 

5.1.2. Absolute Difference in NDCG 

In this section, we analyze the absolute difference in NDCG metrics, i.e., we calculate the absolute value of the 

difference in NDCG metrics for male and female users. The results are shown in Figure 9. 
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Figure 9: AD Results in NDCG@10 

 

In Figure 9, dots of the same color indicate the same type of recommended methods. However, we do not seem 

to be able to find a very clear pattern from Figure 9. That is, there is no significant pattern in the absolute difference 

in recommendation performance between male and female users across different recommendation models. 

For this result, we argue this outcome is explainable. First, the NDCG metrics used for the calculation are an 

overall result, and some differences and characteristics among users will be averaged out, reflecting only the overall 

recommendation performance of users of different genders. Further, directly calculating the difference in NDCG using 

absolute values only yields an averaged difference. Besides that, the four datasets we used have different attributes, 

and it can be seen from the results of 5.1.1 that the dataset characteristics have some influence on the results. This is 

one of the reasons why there is no clear pattern in the AD metrics. 

In order to explore the differences in NDCG metrics among users of different genders, we further calculated the 

variance of NDCG values among male and female users. The variance can indicate the dispersion of user 

recommendation performance within a group, with lower values indicating greater fairness. The results on the four 

datasets are shown in Figure 10 and Table 6. 
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Figure 10: Variance Results by Gender 

 

Table 6: Variance Results by Gender 

Model Gender 
Variance 

Movielens Last.fm AliEC ZhihuRec 

ItemKNN 
Male 0.0526 0.0005 0.0405 0.0764 

FeMale 0.0496 0.0003 0.0336 0.0720 

UserKNN 
Male 0.0556 0.0025 0.0138 0.0739 

FeMale 0.0519 0.0034 0.0167 0.0668 

BPR 
Male 0.0496 0.0012 0.0425 0.0660 

FeMale 0.0522 0.0013 0.0356 0.0541 

FM 
Male 0.0542 0.0017 0.0420 0.0748 

FeMale 0.0533 0.0013 0.0368 0.0732 

NeuMF 
Male 0.0415 0.0018 0.0421 0.0635 

FeMale 0.0432 0.0006 0.0362 0.0494 

ConvNCF 
Male 0.0371 0.0015 0.0021 0.0507 

FeMale 0.0378 0.0008 0.0020 0.0330 

CDAE 
Male 0.0511 0.0016 0.0034 0.0840 

FeMale 0.0536 0.0012 0.0030 0.0904 

MultVAE 
Male 0.0510 0.0008 0.0432 0.0775 

FeMale 0.0559 0.0023 0.0377 0.0777 

LightGCN 
Male 0.0480 0.0025 0.0424 0.0676 

FeMale 0.0555 0.0011 0.0358 0.0570 

NGCF 
Male 0.0449 0.0016 0.0295 0.0650 

FeMale 0.0474 0.0020 0.0193 0.0555 

 

As can be seen from Figure 10, the NDCG variance metrics for male users are not significantly better (lower 

values) than those for female users when compared to the recommendation performance, and even in more cases 

female users have smaller variance values. It can be seen that the fairness problem posed by the recommendation 

model in terms of discretization is smaller than that in terms of recommendation accuracy. 

Meanwhile, the variances of the deep learning methods corresponding to the red dots (NeuMF and ConvNCF) 

are relatively small across the different datasets. That is, the NeuMF and ConvNCF methods are fairer in terms of 

dispersion. In contrast, the autoencoder methods represented by the blue dots (CDAE and Mult-VAE) and the matrix 

decomposition methods represented by the orange dots (BPR and FM) have relatively large variance. That is, in terms 
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of dispersion, these methods create a larger inequity problem. In order to better compare the variance changes between 

models, we also calculated the average of the variances of each model over the four datasets, as shown in Figure 11. 

The variances of the models are shown in the following figure. The results are the same as above. 

 

 
Figure 11: Average Variance Results by Gender 

 

5.1.3. Results for LLM-based recommendations 

Since recommendation using LLM requires the input of content information such as the name of the item. Also, 

considering the limitation of computing power, we choose Movielens data to realize LLM-based recommendation. 

Table 7 shows the accuracy of the recommendation results for users of different genders obtained in scenario 1. 
It can be seen that, consistent with other recommendation methods, female users have lower recommendation 

performance than male users. It shows that in LLM-based recommendation, there is also the problem of unfairness in 

the recommendation results for users of different genders. 

 

Table 7: Accuracy Results for Scenario 1 Recommendations Based on Large Models 

Model Gender Recall@10 MRR@10 NDCG@10 Precision@10 

LLM 
Male 0.0082 0.0259 0.0107 0.0078 

FeMale 0.0059 0.0182 0.0073 0.0051 

 

Then, we analyze the AD values of LLM-based recommendation system, and the relevant results are shown in 

Table 8. 

 

Table 8: AD(NDCG) Results for Scenario 1 Recommendations Based on Large Models 

Model ItemKNN 
User 

KNN 
BPR FM NeuMF 

Conv 

NCF 
CDAE 

Mult 

VAE 

Light 

GCN 
NGCF LLM 

AD 0.0291 0.0347 0.0302 0.0292 0.032 0.0253 0.0242 0.0024 0.0154 0.0234 0.0034 

 

As can be seen from the table, for the Movielens dataset, LLM has a relatively low AD value. However, since the 

recommendation performance of LLM is also smaller compared to other methods, it is not straightforward to conclude 

that the recommendation results of LLM are fairer in terms of the AD of NDCG. 

5.2. Item Coverage 

5.2.1. Item Coverage Values 

In this section, we analyze the fairness of recommendation results for users of different genders from the perspective 

of recommendation product diversity. Item Coverage calculates the percentage of total products in a user's 

recommendation list, and can indicate the diversity of recommendations. First, we counted the Item Coverage values 

obtained by different recommendation methods for different datasets, as shown in Figure 12 and Table 9. 

 



Zhang et al.: A Comparative Study of Fairness in AI-Enabled and LLM-Based Recommendation Systems 

Page 254 

 
Figure 12: Item Coverage Results by Gender 

 

Table 9: Item Coverage Results by Gender 

Model Gender 
Item Coverage 

Movielens Last.fm AliEC ZhihuRec 

ItemKNN 
Male 0.2260 0.1037 0.1698 0.2310 

FeMale 0.1801 0.0364 0.4247 0.0474 

UserKNN 
Male 0.1308 0.0213 0.1110 0.0360 

FeMale 0.1052 0.0094 0.2011 0.0152 

BPR 
Male 0.3419 0.0385 0.0961 0.1879 

FeMale 0.2562 0.0097 0.1560 0.0513 

FM 
Male 0.2574 0.0371 0.1115 0.1999 

FeMale 0.1998 0.0096 0.1886 0.0547 

NeuMF 
Male 0.3062 0.0200 0.1032 0.1667 

FeMale 0.2378 0.0092 0.1690 0.0505 

ConvNCF 
Male 0.3145 0.0066 0.0203 0.1355 

FeMale 0.2146 0.0040 0.0364 0.0243 

CDAE 
Male 0.3092 0.0012 0.0002 0.0959 

FeMale 0.2533 0.0009 0.0002 0.0358 

MultVAE 
Male 0.3835 0.0127 0.1258 0.1811 

FeMale 0.2717 0.0044 0.2243 0.0506 

LightGCN 
Male 0.3567 0.0583 0.1276 0.1849 

FeMale 0.2782 0.0172 0.2677 0.0475 

NGCF 
Male 0.3240 0.0856 0.1471 0.1309 

FeMale 0.2473 0.0241 0.3142 0.0378 

 

As can be seen from the figure, Item Coverage is higher for male users than for female users in all recommendation 

models on all datasets except for the AliEC dataset. The first conclusion that can be drawn is that there is also inequity 

in the recommendation methods in terms of diversity. Further combining the dataset attributes, the AliEC dataset has a 

surplus of female users over male users. Furthermore, according to the calculation method of Item Coverage, when 

there are more users, the range of recommended results is generally wider, so we infer that the number of users affects 

Item Coverage. 

5.2.2. Absolute Difference in Item Coverage 

We also calculated the absolute difference in Item Coverage for users of different genders. The results are shown 

in Figure 13. 

As can be seen in the figure, the ItemKNN method, as well as the graph neural network methods represented by 
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the purple dots (Light GCN and NGCF), have higher AD values, i.e., these methods bring more unfairness in terms of 

Item Coverage. The CDAE and UserKNN methods have smaller AD values in all four datasets, i.e., they are relatively 

fairer in terms of Item Coverage. 

 

 
Figure 13: AD Results in Item Coverage 

 

To better compare the fairness in terms of Item Coverage between the different models, we also calculated the 

average of the AD values for each model on the four datasets, as shown in Figure 14. Results are the same as above. 

 
Figure 14: Average AD Results in Item Coverage 

 

5.2.3. Item Coverage Values for LLM-based recommendations 

The results of the three LLM-based recommendations for Item Coverage are shown in Table 10. 

 

Table 10: Item Coverage Results for LLM Scenarios 

Scenario Item Coverage 

S1-Male 0.5143 

S1-Female 0.3401 

S2 0.4727 

S3 0.4893 

In Scenario 1, even though neither the prompt nor the input data included any information related to the user's 
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gender, the Item Coverage of the recommended lists still showed a significant disparity between genders (0.5143 for 

males and 0.3401 for females). In contrast, the difference between the results of Scenarios 2 and 3 is much smaller. 

This suggests that explicitly including the user's gender in the input prompt has minimal impact on the Item Coverage 

of the recommendation results. 

 

 
Figure 15: Item Coverage and AD Results in Item Coverage for LLM Scenarios 

 

The values of Item Coverage and the absolute difference values of Item Coverage are shown in Figure 15. In 

general, the LLM-based recommendation model acheived a somewhat higher Item Coverage. At the same time, the 

absolute difference in Item Coverage was smaller for LLM-based recommendation results than for other models. 

Therefore, overall, LLM-based recommendation methods are relatively fairer in terms of Item Coverage. 

5.3. Gini Coefficient 

Gini coefficient measures the unevenness of distribution and is calculated based on the ranking of items in the 

recommendation list. 

5.3.1. Overall Gini Coefficient 

Firstly, we compare the difference of the overall Gini coefficient of different recommendation methods and 

calculate the average Gini coefficient value of different recommendation methods on the four datasets, and the 

statistical results are shown in Figure 16. 

As can be seen from the Figure 16, UserKNN, ConvNCF and CDAE methods have the highest Gini coefficients, 

ItemKNN methods have the lowest Gini coefficients, and GNN-based methods (Light GCN and NGCF) are relatively 

low. That is, the unfairness problem of the overall recommendation order of products caused by UserKNN, ConvNCF 

and CDAE methods is greater, and the unfairness caused by ItemKNN method and GNN-based methods is relatively 

small. 

 

 
Figure 16: Average Gini Coefficient 
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5.3.2. Gini coefficient in gender 

We calculated the average of the Gini coefficient for users of different genders across the four datasets. As can be 

seen from Figure 17, in general, female users have a higher Gini coefficient, indicating greater inequality. 

 

 
Figure 17: Average Gini Coefficient by Gender 

 

We also calculated the Gini coefficients for different genders for all results, and organized the results as shown in 

Figure 18 and Table 11. This was used to compare the differences in fairness in the order of recommended products 

among users of different genders. 

 

 
Figure 18: Gini Coefficient by Gender 
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Table 11: Gini Coefficient Results by Gender 

Model Gender 
Gini Coefficient 

Movielens Last.fm AliEC ZhihuRec 

ItemKNN 
Male 0.9146 0.9333 0.8726 0.9754 

FeMale 0.9218 0.9720 0.7375 0.9865 

UserKNN 
Male 0.9516 0.9950 0.9413 0.9940 

FeMale 0.9576 0.9966 0.9377 0.9957 

BPR 
Male 0.8866 0.9912 0.9474 0.9708 

FeMale 0.9059 0.9974 0.9461 0.8923 

FM 
Male 0.9163 0.9917 0.9336 0.9692 

FeMale 0.9265 0.9975 0.9272 0.9806 

NeuMF 
Male 0.8899 0.9956 0.9405 0.9728 

FeMale 0.9069 0.9969 0.9357 0.9831 

ConvNCF 
Male 0.9092 0.9989 0.9972 0.9918 

FeMale 0.9248 0.9990 0.9973 0.9953 

CDAE 
Male 0.8949 0.9998 0.9998 0.9828 

FeMale 0.9048 0.9998 0.9998 0.9882 

MultVAE 
Male 0.8693 0.9984 0.9210 0.9755 

FeMale 0.8951 0.9991 0.9120 0.9840 

LightGCN 
Male 0.8737 0.9796 0.9229 0.9744 

FeMale 0.8881 0.9929 0.8978 0.9836 

NGCF 
Male 0.8874 0.9601 0.9038 0.9838 

FeMale 0.9077 0.9872 0.8710 0.9880 

 

The figure shows that the Gini coefficient is slightly higher for female users on nearly all datasets except for 

AliEC, reflecting greater unfairness. In AliEC, although female users greatly outnumber male users, the gender bias 

in the Gini coefficient does not differ much except for ItemKNN, Light GCN, and NGCF. It can be concluded that 

inequity persists in the Gini coefficient aspect for users of different genders. 

5.3.3. Gini coefficient for LLM-based recommendations 

The results of the three LLM-based recommendations for Gini coefficient are shown in Table 12. 

 

Table 12: Gini Coefficient Results for LLM Scenarios 

Scenario Gini coefficient 

S1-Male 0.8362 

S1-Female 0.8827 

S2 0.8438 

S3 0.8052 

 

From the results, it can be seen that in Scenario 1, the Gini coefficient for female users is higher than that of male 

users, indicating a more unfair recommendation outcome. Whereas in scenarios 2 and 3, the Gini coefficient of female 

users is less than that of male users. 

When compared to other recommendation methods (as shown in Figure 19), LLM-based recommendations 

consistently achieve a lower Gini coefficient, indicating a fairer distribution of recommendations overall. 
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Figure 19: Gini coefficient Results for LLM Scenarios 

 

6. Conclusions and Future Work 

6.1. Conclusions 

In this work, we investigated user gender fairness of recommendation methods. We analyzed the fairness of 

recommendation results in terms of accuracy and diversity by comparing the results of 10 general and one LLM-based 

recommendation method on four datasets. Additionally, we set up three recommendation scenarios based on a large 

language model to analyze the fairness issue in different contexts. The key findings are as follows: 

First, regarding recommendation accuracy, our experiment revealed significant gender disparities (including 

LLM-based methods). Across most datasets, male users outperform female users in terms of recommendation results, 

although there are more female users than male users in the AliEC dataset. An exception is observed in the Last.fm 

dataset, where nearly half of the models were more accurate for female users than for male users. By analyzing the 

statistical properties of the dataset, we conclude that this gender bias is not related to the number of users, but may be 

related to the average number of user interactions. This showed that the recommendation method can introduce 

unfairness in terms of accuracy, a finding consistent with perior work. 

We also analyzed the absolute difference (AD) in recommendation accuracy for male and female users, using 

NDCG as the metric. The results showed that AD failed to reveal clear patterns. We attribute this to the fact that AD 

is an aggregate measure of overall recommendation performance, in which inter-individual differences are ignored in 

the calculation process. Therefore, we further analyzed the NDCG variance across genders and found that the neural 

collaborative filtering-based methods (NeuMF and ConvNCF) exhibited the smallest variance, while the MF-based 

and autoencoder-based methods exhibited larger variance. 

Then, we evaluated diversity fairness using Item Coverage. The experiments revealed significant disparities: in 

the dataset with more male users, males enjoyed higher Item Coverage, indicating that unfairness in recommendation 

diversity may correlate with user group size. We also calculated the absolute difference in Item Coverage. The results 

showed that ItemKNN and GNN-based methods (LightGCN and NGCF) produced the largest gaps, whereas 

UserKNN and CDAE yielded the smallest. 

For Gini coefficient, in general, ItemKNN and GNN-based recommendation methods yielded lower values, 

indicating greater fairness, whereas UserKNN, ConvNCF and CDAE methods produced higher values. This result is 

similar to the overall result of Item Coverage. Since both metrics are calculated from the product distribution in users’ 

recommendation lists, the results are expected. Additionally, we also observed pronounced gender bias in this respect: 

the Gini coefficient for female users was usually higher than that of male users, indicating greater inequality. In the 

AliEC dataset, despite the large imbalanc in user group size (5,209 female vs. 1,339 male users), the difference in Gini 

coefficient between the two groups was small, confirming that gender unfairness persists in terms of the Gini 

coefficient of the recommendation lists. 

Finally, we summarized the findings from the three LLM-based recommendation scenarios. In Scenario 1, we 

calculated the recommendation accuracy metrics for users and found that male users had significantly higher accuracy 

than female users, highlighting the inequity problem. For fairness regarding diversity, the Item Coverage difference 

between male and female users was larger in Scenario 1 and much smaller in Scenarios 2 and 3. This suggests that 

using LLM for recommendation introduces some unfairness in terms of diversity, but setting the user's gender directly 

when using LLM for recommendation does not have much effect on diversity. It can be inferred that LLM itself does 
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not make unfair recommendations for male and female users, but the differences in the data between users of different 

genders can still lead to unfairness issues. In terms of the Gini coefficient of the recommendation list, the difference 

between the Gini coefficient of users of different genders in Scenario 1, as well as between Scenario 2 and Scenario 3 

users, is more obvious. This is inconsistent with the results of the Item Coverage results. In addition, the overall Item 

Coverage and Gini coefficient in the LLM-based recommendation results were better than other recommendation 

models. Moreover, the overall Item Coverage and Gini coefficient achieved by LLM-based recommendations 

outperformed those of other recommendation models, demonstrating their superior ability to balance diversity and 

fairness at the aggregate level. 

6.2. Future Work 

In this paper, we conducted LLM-based recommendation experiments using a single dataset due to dataset 

limitations. In future work, additional datasets can be utilized to enhance the robustness of the results. While this paper 

examined unfairness with respect to user gender, other attributes such as age and geography can be further studied for 

fairness evaluation. Building on insights in this study, we can further investigate the potential factors such as data 

characteristics or algorithm design that may influence recommendation fairness, so as to better mitigate unfairness in 

recommendation systems. 
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