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ABSTRACT 
 

This study aims to present a comprehensive framework elucidating the trajectory from trust establishment to user 
adoption intention of chatbots. Through a quantitative analysis of the role of trust in user adoption intention of chatbots, 
we seek to reconcile and clarify inconsistencies found in previous research and evaluate the robustness of its 
antecedents. In total, 54 papers comprising 18,707 samples were summarized through the meta-analysis. We 
categorized trust antecedents based on the Heuristic Systematic Model, subsequently dissecting trust into cognitive 
and emotional dimensions to scrutinize their impact on user adoption intention. The findings indicate that among 
systematic factors, chatbot competence and risk exhibit strong correlations with emotional trust, whereas competence 
and personalization are positively correlated with cognitive trust. All heuristic factors (anthropomorphism, social 
presence, social influence) demonstrate relatively strong positive correlations with both cognitive and emotional trust. 
The interaction between emotional and cognitive trust is affirmed, with trust significantly fostering user adoption 
intention of chatbots. Moreover, this study tests the moderating effect of sample characteristics (culture, IT 
penetration), chatbot features (text-driven vs. voice-driven, task-oriented vs. conversation-oriented), and usage 
industry. Theoretical contributions and practical implications are also derived toward the end. 
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1.  Introduction 

Chatbot is a typical form of human-computer interaction service, which originally appeared as a self-service 
technology, responding to users' needs with predefined content according to predefined rules (Shumanov & Johnson, 
2021). With the rapid development of artificial intelligence (AI) technology, chatbots are now regarded as intelligent 
agent technology, a dialogue system supported by natural language processing, machine learning, and Big Data 
analytics (Q. Chen et al., 2023).  

AI-driven chatbots, empowered by robust computational capabilities, enabling real-time responses and 
continuous enhancements via the development of sophisticated human-computer interaction technologies, are 
fundamentally reshaping various industries (B. Li et al., 2023). In the e-commerce industry, chatbots deployed in 
customer service centers exhibit a capacity for more precise and timely responses to customers' queries (Lin et al., 
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2023). Esteemed brands and major platforms such as eBay and Amazon have embraced chatbot-based customer 
service (X. Cheng, Bao, et al., 2022). Forecasts anticipate retail sales via chatbots to soar to $112 billion by 2023 (X. 
Wang et al., 2022). In healthcare, as outlined in the Global AI in Healthcare Market Report for 2016-2027, more than 
90% of healthcare providers worldwide will have embraced AI cognitive technologies to assist patients by 2025 (Radić 
et al., 2022). In the educational sphere, leveraging chatbots can assist educators in streamlining their tasks, enhancing 
efficiency, and providing tailored technical support for personalized education and training (Deng & Yu, 2023). To 
sum up, an increasing number of companies and organizations are embracing chatbot technology to deliver superior 
services. 

The rapid expansion of the chatbot's application domain has brought forth concerns regarding inaccuracy, privacy, 
bias, and data security (Bouhia et al., 2022; Hassani & Silva, 2023; Van Dis et al., 2023). In addition, the performance 
of chatbots falls short of fully meeting human needs, posing a hurdle to widespread user adoption (Mostafa & 
Kasamani, 2022). Previous studies revealed that users still prefer interacting with human interlocutors, implying that 
users are not entirely inclined to entrust chatbots with urgent or intricate situations at present (Edwards et al., 2021; 
Lei et al., 2021; Piçarra et al., 2016). Across various industries such as finance, healthcare, travel, and retail, the 
adoption of chatbots by users remains lower than industry projections (Prakash et al., 2023). User reluctance towards 
embracing AI technologies stands as a further impediment to their development. A harmonious amalgamation of 
human expertise and AI constitutes a pivotal assurance for the advancement of AI technologies (Kreps et al., 2023). 
Consequently, comprehensive exploration into the mechanisms underlying user adoption intentions toward chatbots 
can significantly contribute to their widespread acceptance and implementation. This, in turn, holds the potential to 
bolster productivity, expedite industry-wide digital transformation, and fortify the sustainability of enterprises (Rafiq 
et al., 2022). 

The significance of trust in predicting the utilization of diverse information systems has garnered support from 
prior research, spanning the adoption of mobile commerce, blockchain technology, and AI technology (Pal et al., 2022). 
User trust is recognized as a pivotal determinant in the adoption of information systems (Alagarsamy & Mehrolia, 
2023). In particular, user trust in chatbots may be more important to their success due to the complex and non-
deterministic nature of AI behavior (Jiang et al., 2023; Pantano & Pizzi, 2020). Trust, in this context, is often 
conceptualized as the degree to which users perceive the reliability and quality of a chatbot system, influencing their 
willingness to adopt and subsequent behaviors (Hsiao & Chen, 2022; Nguyen et al., 2021). Komiak & Benbasat (2006) 
proposed a model of cognitive and emotional dimensions, dividing trust into cognitive trust and emotional trust. 
Cognitive trust involves users' confidence in the reliability and quality of chatbot systems (Q. Chen et al., 2023). In 
contrast to cognitive trust, emotional trust is shaped by irrational factors and introduces a more subjective element 
(Gillath et al., 2021). It is based on users' experiences during interactions with service providers and is influenced by 
subjective emotions (Johnson & Grayson, 2005). Several studies have delved into emotionally driven trust between 
humans and technology as well, recognizing its significance in enhancing the adoption intention of chatbots (Gkinko 
& Elbanna, 2023; Hoff & Bashir, 2015; Lappeman et al., 2023).  

However, the complexity and unpredictability of AI technology complicate the process of building trust (Schuetz 
& Venkatesh, 2020). Unlike the establishment of interpersonal relationships in social interactions, users' engagement 
with chatbots is fundamentally influenced by the distinction between the chatbot itself and living beings, rendering 
the development of human-AI trust a complex task (Omrani et al., 2022). Consequently, there exists a pressing need 
for more comprehensive research into the intricacies of building trust within the context of AI technology. 

Many scholars have explored the antecedents of user chatbot trust. Nordheim et al. (2019) earlier developed an 
initial framework of trust antecedents, which categorized the factors associated with user trust in customer service 
chatbots into three distinct groups: chatbot-related factors, context-related factors, and user-related factors. Subsequent 
to this foundational work, additional research has enhanced our understanding of the antecedents of trust in chatbots. 
Some scholars have incorporated more established models into the study of user trust, such as the TAM and TRA 
models (J. Mou & Benyoucef, 2021). However, there is still a lack of a unified standard in the academic community 
regarding the specific antecedent factors influencing trust. Variables such as anthropomorphism, social presence, 
social influence, privacy and security, and system personalization are gradually being included in the research (Hsiao 
& Chen, 2022; Jiang et al., 2023; Y. Liu et al., 2022; Moussawi et al., 2021). Yet, these complex factors affecting trust 
still lack support from a theoretical framework. 

However, previous research on the role of trust in chatbots and their antecedents has shown many inconsistencies. 
First, there is a lack of consensus on the classification criteria of trust (unidimensional vs. multidimensional). 
Specifically, some existing studies consider trust as a unidimensional concept (De Cicco et al., 2021; Shin et al., 2022), 
while other studies delve into its internal structure and classify trust from different perspectives. For example, some 
studies classify trust based on its object, distinguishing between trust in technology and trust in service providers 
(Kuen et al., 2023). Other studies classify trust based on its own characteristics, dividing it into cognitive trust and 
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emotional trust (Lappeman et al., 2023). Second, there are inconsistencies in the causal relationships between trust 
and other variables across different models. For instance, Tanihatu et al. (2023) considered perceived risk, expected 
performance, and social influence as factors that, alongside trust, affected user adoption intention, while other studies 
suggested that these variables were antecedents influencing trust (Alagarsamy & Mehrolia, 2023; Hsiao & Chen, 
2022). Third, there is inconsistency in both the magnitude and direction of the correlations between variables found 
in different studies. For instance, regarding security risk factors, (Patil & Kulkarni (2022) argued that technological 
security risks did not significantly affect trust beliefs, whereas (Alagarsamy & Mehrolia (2023) asserted that privacy 
and security issues might have a significant negative impact on trust in chatbots. Besides, given the differences in 
samples, chatbots, and industries studied, the conclusions in the literature also vary.  

Given the extensive body of research investigating the pivotal role of user trust in chatbot adoption intention and 
its underlying determinants, a systematic review of existing literature becomes imperative. Nonetheless, these existing 
efforts encounter limitations stemming from three primary areas: First, many studies lack rigorous quantitative reviews 
(Glikson & Woolley, 2020a; Zierau et al., 2021). A meta-analysis focusing on chatbots and exploring the antecedents 
and consequences of user trust is missing. Second, there is a lack of a cohesive overall framework that can 
comprehensively describe the mechanisms influencing trust-building, especially regarding a precise summary of the 
antecedents of trust formation (Hancock et al., 2021; J. Mou et al., 2017; Sarkar et al., 2020). Specifically, some 
variables that have been shown to potentially impact the establishment of user trust are absent from meta-analyses. 
Third, although there are many potential moderating factors that need to be investigated, the existing literature does 
not comprehensively address the selection of these moderating factors, with some valuable variables for further 
exploration missing from prior research (Khamitov et al., 2023; Y. Kim & Peterson, 2017; K. Wu et al., 2011). Hence, 
there is an imperative need to integrate research frameworks concerning the role of trust in users’ chatbot adoption 
intention and its antecedents, as well as to reconcile prior findings. Accordingly, the specific objectives of this study 
are outlined as follows: 

(1) Delineate a holistic and comprehensive framework that elucidates the entire trajectory from the establishment 
of trust to the user's intention to adopt chatbots, offering valuable insights for future researchers. 

(2) Harmonize and clarify inconsistencies found in previous studies by conducting a quantitative analysis of the 
role of trust in users' chatbot adoption intention and assess the robustness of its antecedents.  

(3) Explore potential moderators that may account for variations in the strength of the relationship between trust 
and user chatbot adoption intention across different studies. 

 
Table 1: Review of meta-analyses related to trust in online environments. 

Title Authors Object of study Classification 
of trust 

Moderator 

Trust in the financial 
services context: a meta-
analysis 

(Santini et 
al., 2023) 

Financial 
services 

One dimension Cultural effects 
HDI 
Innovation index 
Device type 

Who earns trust in online 
environments? A meta-
analysis of trust in 
technology and trust in 
provider for technology 
acceptance 

(Kuen et al., 
2023) 

Online shopping 
online banking 
e-health 

Trust in 
technology, 
Trust in 
provider 

- 

Evolving Trust in Robots: 
Specification Through 
Sequential and 
Comparative Meta-
Analyses 

(Hancock et 
al., 2021) 

Robots Human factors, 
Robot factors, 
Contextual 
factors 

- 

Trust in Artificial 
Intelligence: Meta-
Analytic Findings 

(A. D. 
Kaplan et 
al., 2023) 

Artificial 
intelligence 

Human, AI, 
Contextual 

- 
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A Meta-analysis on 
Children’s Trust in Social 
Robots 

(Stower et 
al., 2021) 

Social robots Social Trust, 
Competency 
Trust 

Age 
Interaction Type 
Interaction Length 
Robot Type 
Robot Operation 
Robot Related Factors 
Type of Measure 

Trust and online purchase 
intention: a systematic 
literature review through 
meta-analysis 

(Bulsara & 
Vaghela, 
2023) 

Online purchase Trust in 
website, Trust 
in e-retailers 

- 

A Meta-analysis of Online 
Trust Relationships in E-
commerce 

(Y. Kim & 
Peterson, 
2017) 

E-commerce One dimension Study design 
Website type 
Type of items used to measure 
the trust Construct 

A meta-analysis of 
antecedents and 
consequences of trust in 
mobile commerce 

(Sarkar et 
al., 2020) 

Mobile 
commerce 

One dimension Culture 

Consumer Trust: Meta-
Analysis of 50 Years of 
Empirical Research 

(Khamitov 
et al., 2023) 

- One dimension Year 
Target of trust 
Type of attribute 

Trust and risk in consumer 
acceptance of e-services 

(J. Mou et 
al., 2017) 

E-services One dimension Student sample 
Culture 
Type of e-service  
Year 
Object of trust 

A meta-analysis of the 
impact of trust on 
technology acceptance 
model: Investigation of 
moderating influence of 
subject and context type 

(K. Wu et 
al., 2011) 

Technology One dimension Subject type (students or non-
students) Context type 
(commercial or non-
commercial) 

A meta-analysis of trust in 
mobile banking: the 
moderating role of cultural 
dimensions 

(Kumar et 
al., 2023) 

Mobile banking One dimension Power distance 
Individualism-collectivism 
Masculinity-femininity 
Uncertainty avoidance 

Trust and Consumers’ 
Purchase Intention in a 
Social Commerce 
Platform: A Meta-Analytic 
Approach 

(J. Wang et 
al., 2022) 

Social commerce 
platform 

One dimension Trust object 
Website type 
Social commerce constructs 

Understanding the effects 
of trust and risk on 
individual behavior 
toward social media 
platforms: A meta-analysis 
of the empirical evidence 

(Y. Wang et 
al., 2016) 

Social media 
platforms 

One dimension Culture 
Trust objects 
Platform type 

The Impact of Trust and 
Recommendation Quality 
on Adopting Interactive 
and Non-Interactive 
Recommendation Agents: 
A Meta-Analysis 

(Ebrahimi 
et al., 2022) 

Recommendation 
Agents 

One dimension - 

Consumer trust in e-
commerce web sites: A 

(Beatty et 
al., 2011) 

E-commerce web 
sites 

One dimension - 
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meta-study 

Compared to existing meta-analyses on similar topics, which is presented in Table 1, our paper presents several 
innovative points: First, we are the first to conduct a meta-analysis in the field of chatbots that distinguishes between 
emotional trust and cognitive trust to summarize the factors influencing the establishment of user trust and its impact 
on adoption intention. We firmly believe that a detailed analysis of different types of trust can better elucidate the 
complex process of trust formation among users. Second, our selection of trust antecedents is unique. We are the first 
to attempt to summarize trust antecedent variables using the HSM theory in a meta-analysis. This endeavor expands 
the application of HSM based on previous work and validates the model's effectiveness in the field of user behavior 
research. Third, our study incorporates moderating variables such as sample characteristics (culture, IT penetration), 
chatbot features (text-driven vs. voice-driven, task-oriented vs. conversation-oriented), and usage industry. This in-
depth exploration provides insights into the sources of heterogeneity in the literature, and the rich array of moderating 
variables significantly enhances the generalizability of our meta-analysis results, contributing substantial theoretical 
and practical value to the research findings. 

 
2.  Theoretical foundation and conceptual framework 
2.1. User trust in chatbot adoption intention 

In the context of user technology adoption, a high level of trust can help users eliminate concerns about the 
undesirability of the technology, thereby augmenting their inclination to adopt it (Ejdys, 2020). The important role of 
trust in influencing user adoption intention has been demonstrated in a variety of technological scenarios (Hua et al., 
2021; Nguyen et al., 2021). Particularly for AI technologies characterized by elevated uncertainty and risk, the 
perception of trust assumes even greater importance in the user adoption process (S. Choi et al., 2023). Trust emerges 
as a crucial mechanism for mitigating complexity and uncertainty (Banerjee & Chua, 2019; Roh et al., 2023), allowing 
users to establish trust-based relationships with information systems through behaviors such as sharing personal 
information (Moussawi et al., 2021). The establishment of trust in chatbots is a prerequisite for meaningful interactions 
to transpire (Glikson & Woolley, 2020b; Simon et al., 2020). 

In the research about user chatbot trust, scholars have given multiple definitions of trust depending on the actual 
context. In alignment with Komiak & Benbasat's (2006) trust-based adoption model, trust can be summarized mainly 
in terms of cognitive and emotional dimensions respectively. Some scholars posit that trust is rooted in cognitive 
constructs, grounded in users' rational comprehension and evaluation of the technology's risks and benefits (Gillath et 
al., 2021). This is consistently understood in research as the level of a user's confidence in the reliability, integrity, and 
security of the chatbot system (Mohd Rahim et al., 2022; Nguyen et al., 2021; Tanihatu et al., 2023). Several scholars 
contend that trust is rooted in irrational factors, implying a more subjective element (Gillath et al., 2021). Users 
typically draw comparisons between technology and humans when deciding whether to accept and use AI. At this 
juncture, users assess the emotional aspects of technology (Kyung & Kwon, 2022). Emotional trust, in this context, is 
grounded in the human-like qualities that AI can exhibit (Omrani et al., 2022). When users engage with a chatbot, an 
emotional bond is established when the chatbot demonstrates responsiveness, care, and concern. This emotional 
exchange forms a crucial foundation for fostering a trusting relationship (Q. Chen & Park, 2021). X. Cheng, Zhang, 
et al. (2022) have subdivided chatbot trust into cognitive and emotional dimensions in their study of consumer 
responses to the chatbot. They argue that, on one hand, the chatbot should adeptly answer complex questions in an 
intelligent manner to build cognitive trust with consumers. On the other hand, through human-computer dialogues, 
the chatbot can enhance consumers' perceived enthusiasm for the technology. Drawing on the previous literature, our 
exploration will delve deeper into understanding the cognitive and emotional dimensions of trust and investigate the 
interactions between them. 

In the realm of user chatbot trust, considerable attention has been devoted to exploring the trust-building path, as 
evidenced by several studies delving into numerous antecedent variables and applying diverse theories to the research 
(O. K. D. Lee et al., 2021; Mohd Rahim et al., 2022; Patil & Kulkarni, 2022; Tisland et al., 2022). These studies 
contribute an abundance of theoretical references and empirical evidence, forming a robust foundation for inductive 
summaries regarding the antecedents of users' trust in chatbots. In summary, a substantial body of literature has delved 
into the pivotal role of trust in shaping chatbot adoption intentions and its underlying factors. It allows for the 
development of a comprehensive path model that traces the evolution of user trust formation to eventual chatbot 
adoption. Therefore, this study proposes a trust-mediated model to systematically explore the antecedents of chatbot 
trust and its consequential impact on user adoption intentions. By dissecting the dimensions of trust, we contend that 
both cognitive trust and emotional trust emerge as critical determinants influencing users' intentions to adopt chatbots. 
This nuanced approach aims to contribute a deeper understanding of the multifaceted mechanism involved in the 
interplay between trust and user adoption intentions in the context of chatbot technology. 
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2.2. Heuristic Systematic Model 
The Heuristic Systematic Model (HSM) (Chaiken et al., 1989) serves as a primary framework for elucidating the 

diverse ways in which individuals process information, influenced by various factors. It underscores the dichotomy in 
information processing, delineating two distinct approaches: the systematic way and the heuristic way (Eagly & 
Chaiken, 1993). Heuristic processing paths depend on simple decision rules derived from heuristic cues such as 
surfaces, and intuitive features of information or sources (Petty & Cacioppo, 1986). At this point, individuals allocate 
diminished cognitive effort, relying more on subjective feelings for information processing (Bohner et al., 1995; Qahri 
Saremi & Montazemi, 2019). Conversely, the systematic processing pathway involves the meticulous examination of 
message content (S. Chen et al., 1999). Individuals invest heightened cognitive effort in scrutinizing the message 
before forming judgments. In this context, systematic cues align more closely with the objective properties of the 
information content. 

The HSM posits that users process information through both systematic and heuristic pathways. In the context of 
chatbots, on one hand, if users objectively assess that a chatbot is capable, low-risk, and able to provide personalized 
services, this may increase their trust in the chatbot (Jiang et al., 2023; Y. Liu et al., 2022). On the other hand, if users 
subjectively judge that the chatbot is friendly, genuinely present, and widely praised by others, this could also enhance 
their trust (Go & Sundar, 2019; H.-Y. Kim & McGill, 2018). Therefore, we hypothesize that the user's trust in the 
chatbot is influenced by both systematic factors (competence, personalization, and risk) and heuristic factors 
(anthropomorphism, social influence, and social presence). 

It is significant to note that the HSM has transcended its original boundaries and is now utilized to elucidate a 
wider array of individual behavioral processes (Chaiken et al., 1989). Firstly, the model has directed focus towards 
the information processing procedures across diverse platforms, including the review process in e-commerce (K. Z. 
K. Zhang et al., 2014), the adoption of online product information (Kang et al., 2020), and the dissemination of 
information on social media platforms (Z. Liu et al., 2012; Yang et al., 2022). Secondly, the HSM has proven 
invaluable in examining user behavior within a variety of information systems, ranging from the adoption of emerging 
technologies (Shi et al., 2021) to the management of access rights notifications (James et al., 2021). In the realm of 
AI technology studies, Shi et al. (2021) suggested that travelers evaluate AI-driven recommender systems by 
considering both objective characteristics and perceived experiential qualities. They utilize perceived performance 
and personalization as systematic cues, in contrast to anthropomorphism and social influence as heuristic cues. Y. Liu 
et al. (2022) explored how the personalization and expertise of chatbot responses affect users' health-related beliefs 
and their intentions to utilize chatbots. Personalization has emerged as a central concern for users engaging 
methodically with health issues, while source expertise has been highlighted as a significant heuristic element. Thus, 
the HSM offers a structured and transparent framework for comprehending the determinant factors, supported by an 
extensive body of research literature. 
2.3. Conceptual framework 

In this study, we review previous related studies and summarize the variables involved in the studies in Appendix 
A. Considering the requirements of meta-analysis for sample size and the reliability of conclusions (Ismagilova et al., 
2020), we tabulated the number of literature for each variable and determined the final variables to be included by 
combining them with the HSM model. The competence, risk, and personalization are designated as systematic factors, 
and the anthropomorphism, social presence, and social influence are designated as heuristic factors. These selections 
form the basis for constructing a research framework aimed at exploring the antecedents of trust in chatbots and their 
consequential impact on user adoption intention. Moreover, to delve into the nuanced aspects of trust, this study further 
divides it into cognitive and emotional dimensions. This subdivision facilitates an exploration of their respective 
interactions. The resulting framework not only serves as a robust foundation for investigating the role of trust in user 
adoption intention but also offers a generalized structure for broader research concerning the antecedents of trust. The 
research model, visually represented in Fig. 1, succinctly illustrates the key components and relationships posited in 
this study. 
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Figure 1. Research model. 
 

2.3.1. Systematic factors 
This study combines the definition of the systematic processing pathway and posits that systematic factors are 

closely related to the objective characteristics of information system objects (Bohner et al., 1995). We selected 
competence, risk, and personalization as the systematic factors in this study, for the following reasons: (1) Competence 
is a systematic and complex process. In previous research, competence has also been widely regarded as one of the 
systematic factors (Gong, 2021). (2) Risk is an objective characteristic inherent in chatbots, which can only be 
perceived by users after a certain depth of experience (Patil & Kulkarni, 2022). Therefore, our study considers risk as 
a systematic factor. (3) User perception of the chatbot’s personalization requires a certain level of experience and 
effort, thus personalization is widely considered a systematic factor (Ait Baha et al., 2023). 
2.3.1.1. Competence 

Competence reflects a chatbot's ability to perform tasks and provide information accurately and reliably, which 
includes an evaluation of its objective characteristics such as intelligence, dexterity, and efficiency (Pizzi et al., 2023). 
Users invest substantial time and effort in engaging with chatbot services to procure accurate, direct, and personalized 
information for informed decision-making (Nguyen et al., 2021). Consequently, the competence of chatbots emerges 
as a pivotal factor significantly influencing users' systematic processing behavior. In Gong's research, ability is also 
considered a systematic factor influencing users' trust in AI-based travel route recommendation systems (Gong, 2021). 
Previous research has shown that initial trust stems from customers' recognition of technology's prowess in efficiently 
accomplishing tasks with high quality (G. Kim et al., 2009). Therefore, the competence of chatbots in delivering 
services and resolving issues positively impacts users' rational cognition, thereby influencing the development of 
cognitive trust (Jiang et al., 2023). On the one hand, the competence of chatbots to provide services and solve problems 
has a positive effect on users' rational cognition and thus influences the formation of cognitive trust (Q. Chen et al., 
2023). On the other hand, chatbot competence also manifests in its capacity to provide empathetic value by fulfilling 
users' requirements. Bove (2019) mentions that technologies used in service environments can help identify consumer 
needs so that the chatbot can respond with empathy. Thus, the AI's adeptness in furnishing precise advice not only 
allows consumers to perceive the machine's superior computational and service capabilities but also engenders a sense 
of being understood, creating an impression that the AI chatbot genuinely cares about them. This process fosters both 
cognitive and emotional trust (Q. Chen et al., 2023; W. B. Kim & Hur, 2023). Thus, chatbot competence emerges as 
one of the fundamental factors facilitating the establishment of cognitive and emotional trust among users. 
2.3.1.2. Risk 

Chatbot technology introduces various risks, including technical errors and security breaches, which have the 
potential to compromise users' rights and interests across financial, psychological, physical, or social dimensions. In 
this study, risk refers to a type of characteristic element that objectively exists within the chatbot and can only be 
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perceived by users after a certain level of in-depth experience, rather than being something users can perceive in a 
short period. Therefore, we categorize the variable of risk as a systematic factor (Malodia et al., 2023; Patil & Kulkarni, 
2022). Mitigating these risks is essential for maintaining user trust in chatbots (Alagarsamy & Mehrolia, 2023). Firstly, 
when the technology makes errors and fails to accomplish the user's task, the user may lose confidence and feel 
frustrated with the technology, which undermines cognitive and emotional trust (Pal et al., 2022). Secondly, if the 
technology fails to ensure the privacy of users' personal information and the security of their data, users may perceive 
a vulnerability in safeguarding their rights and interests, thus undermining cognitive trust. Moreover, the insecurity 
experienced by users when disclosing personal information to chatbots due to potential risks can further erode 
emotional trust (Lappeman et al., 2023). Based on the above discussion, chatbot risk is one of the key factors hindering 
user cognitive and emotional trust building. 
2.3.1.3. Personalization 

Personalized chatbots provide customized services to users and can meet customers' needs more accurately. The 
continual progress in data mining, machine learning, and other AI technologies has elevated personalization to a 
pivotal advantage of AI virtual assistants (Chung et al., 2020; W. B. Kim & Hur, 2023; B. Zhang et al., 2023). By 
publicly or secretly collecting users' personal information, AI systems can provide people with tailored and 
personalized content that precisely matches the user's characteristics, needs, and interests (Y. Liu et al., 2022), which 
can promote users' trust in the chatbot and thus significantly increase customer adoption (Komiak & Benbasat, 2006). 
Users' perception of chatbot personalization requires a certain level of experience and effort, so personalization is 
widely regarded as a systematic factor (Baha et al., 2023). Y. Liu et al. (2022) treated personalization as a systematic 
cue in their study on users' willingness to use chatbots in healthcare. In the context of mobile advertising, Shao et al. 
(2023) posited that personalizing perceived content is fundamental for users to process information effectively. 
Familiarity with an advertiser's offerings predisposes individuals to systematically review content and instills 
confidence in the professionalism, trustworthiness, and reliability of advertisements, thereby fostering cognitive trust. 
Therefore, the personalization of chatbot interactions significantly and positively influences users, facilitating the 
development of cognitive trust. 
2.3.2. Heuristic factors 

Heuristic factors are intricately connected to individuals' subjective experiences. Elements such as intuitive 
perceptions and social interaction factors are considered integral components of heuristic cues (Fu et al., 2020). In this 
study, anthropomorphism, social presence, and social influence are selected as heuristic factors, for the following 
reasons: (1) Anthropomorphism is closely related to users' intuitive perceptions during human-computer interactions 
and has been regarded as a heuristic cue in several studies (Shi et al., 2021). (2) Social presence, rooted in 
communication theory, falls within the category of social interaction factors and can also be considered a heuristic cue 
(Skalski & Tamborini, 2007). (3) Social influence can shape user behavior through heuristic cues in social interactions 
and is similarly regarded as a heuristic factor (Zhao, 2023). 
2.3.2.1. Anthropomorphism 

Anthropomorphism, which can be categorized into linguistic and visual forms, pertains to AI possessing certain 
human characteristics, such as appearance or speech style. This transformation enables human-computer interaction 
to resemble human-to-human interaction (Cai et al., 2022; Liang et al., 2021; Lu et al., 2019). Anthropomorphism is 
closely related to the intuitive perception of the user during human-computer interaction, so this study treats 
anthropomorphism as a heuristic cue. In recent years, there has been an increasing amount of literature researching 
non-human products like chatbots, and anthropomorphism is widely regarded as a heuristic factor in the HSM model 
(Shi et al., 2021; Touré-Tillery & McGill, 2015; Zhao, 2022). The literature suggested that when chatbots exhibit 
behaviors more akin to humans and provide increased social cues, users' social responses are heightened (Y. Mou & 
Xu, 2017). This, in turn, mitigates users' concerns about the adoption of new technologies and fosters enhanced trust 
beliefs (Kim & McGill, 2018). On one hand, linguistic anthropomorphism may imbue clients with the perception that 
chatbots possess capabilities, benevolence, and honesty through their communication methods and anthropomorphic 
expressions. On the other hand, visual anthropomorphic designs can cultivate an environment where customers feel 
as though they are interacting with trustworthy individuals (Klein & Martinez, 2022). Pal et al. (2022) defined users’ 
trust affected by anthropomorphism as emotional trust, arguing that anthropomorphism enables human-machine 
exchanges with social traits, such as politeness, humor, or empathy, thus facilitating human-machine bonding. Further 
insights emphasize that anthropomorphism operates by influencing perception across both cognitive and emotional 
dimensions (Q. Chen & Park, 2021).  
2.3.2.2. Social presence 

Social presence, rooted in communication theory, denotes the prominence of an individual's existence within 
social exchanges and the significance of interpersonal connections (Short et al., 1976), falling under the umbrella of 
social interaction factors. Skalski & Tamborini (2007) have explored social presence as a heuristic cue in investigations 
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concerning the persuasive impact of media messages, asserting that it embodies a condition where a virtual social 
actor is perceived akin to an actual human counterpart. This conceptualization has been widely used in research on 
chatbots. Human-robot interactions engender a sense of social presence among users (J. Lee et al., 2022), signifying 
that chatbots can establish a psychological rapport with users (Yen & Chiang, 2021), a facet known to be pivotal in 
fostering positive attitudes and behaviors. Strong bonds foster a sense of greater emotional intimacy among users, 
subsequently enhancing trust (Go & Sundar, 2019; Shumanov & Johnson, 2021). Consequently, technologies that 
evoke social presence within users are more likely to instill trust (Ogonowski et al., 2014; Yen & Chiang, 2021). 
Regarding chatbots, social presence can forge an emotional connection between humans and machines, shaping users' 
perception of the chatbot's proficiency in social interaction, thereby fostering both emotional and cognitive trust. 
Therefore, social presence significantly and positively influences users to build cognitive trust and emotional trust. 
2.3.2.3. Social influence 

Social influence encompasses the impact of a user's social environment, including the opinions of their relatives 
and friends (Mostafa & Kasamani, 2022), and can shape user behavior through heuristic cues in their social 
interactions. According to the preliminary Unified Theory of Acceptance and Use of Technology (UTAUT), social 
influence stands out as a core factor predicting behavioral intentions regarding the adoption of specific technologies 
(Henkel et al., 2023). In the rapidly evolving realm of AI technology, societal acceptance is not universal, with certain 
AI forms facing resistance from individuals and society at large (F. Kaplan, 2004). Positive social influences at this 
time help users feel less uncertainty in the face of unknown technologies (Oldeweme et al., 2021). Z. Zhang et al. 
(2023), in their study of social media relationship strategies, highlighted that the internalization and identification 
functions of social influence mediate users' information processing. Online pro-social relationship maintenance 
strategies, characterized by positivity and supportiveness, were found to significantly enhance customers' cognitive 
and emotional trust. Therefore, the social environment in the context of chatbots similarly influences user trust (M. 
Cheng, Li, et al., 2022). Positive social influence helps to stimulate congruence and identification between users and 
chatbots and facilitates users' emotional pleasure when interacting with chatbots, which influences cognitive trust and 
emotional trust. Therefore, social influence can significantly and positively influence users to build cognitive trust and 
emotional trust. 
2.3.3. Cognitive trust and emotional trust 

According to Komiak & Benbasat's (2006) trust-based adoption model, emotional trust fundamentally differs 
from cognitive trust. Whereas, the decision-making process of user adoption often involves the simultaneous 
establishment of cognitive and emotional trust (Johnson & Grayson, 2005). Therefore, it can be postulated that there 
is a correlation between cognitive trust and emotional trust. On the one hand, some scholars believe that cognitive 
trust is the forerunner of emotional trust (Johnson & Grayson, 2005; Zhang et al., 2010). They argue that it is only 
after establishing cognitive trust that relationships between users and information systems can form, paving the way 
for emotional connections (Chih et al., 2017). On the other hand, some researchers believe that cognitive trust is 
influenced by emotional trust. Shi et al. (2021) used HSM to elucidate the relationship between cognitive trust and 
emotional trust in their study on the use of traveling artificial intelligence agents. The bias effect of HSM implies that 
heuristics based on people's subjective feelings can influence people's systematic processing by affecting their 
expectations about the validity of the information. Wan et al. (2020) also argued in their study of online patient 
counseling that emotional trust enhances the positive effect of cognitive trust on users' willingness to choose a service. 
Thus, there might be an interactive relationship between users' cognitive trust and emotional trust in the context of 
chatbot technology adoption. While cognitive trust promotes a stronger emotional connection between humans and 
computers, emotional trust contributes to the actual development of cognitive trust by increasing users' expectations 
of chatbot technology performance. Based on the above discussion, there should be a significant correlation between 
users' cognitive trust and emotional trust. 
2.3.4. Trust and chatbot adoption intention 

To investigate the pivotal role of trust in fostering user adoption intention of chatbots, this study draws upon the 
model proposed by Komiak & Benbasat (2006), specifically focusing on the cognitive and emotional dimensions of 
trust. In various contexts related to the adoption of AI technology, researchers have offered nuanced definitions for 
cognitive and emotional trust. Furthermore, they have delineated a process through which these two dimensions of 
trust intricately influence users' adoption intentions. For example, Shi et al. (2021) posited that users expend significant 
cognitive effort in evaluating the validity and risks associated with recommendations, thereby establishing cognitive 
trust. This cognitive trust then becomes instrumental in the decision-making process of adopting an AI 
recommendation system. On the other hand, emotional trust is viewed as relatively irrational, which typically leads to 
positive attitudes toward the technology, and subsequently impacts adoption behavior (Gursoy et al., 2019). Thus, the 
establishment of user cognitive and emotional trust can significantly contribute to users' chatbot adoption intention. 
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2.3.5. Moderator 
Currently, many scholars have investigated various moderator variables that could explain heterogeneity between 

literature in the context of artificial intelligence products such as chatbots, which include sample characteristics (J. 
Mou et al., 2017; Said et al., 2023) and chatbot features (Y. Cheng et al., 2023), among others. However, despite these 
investigations, there remain several moderating variables that warrant further exploration and examination (Alsharhan 
et al., 2023; Ladeira et al., 2023). This study categorizes moderating variables into three main categories: sample 
characteristics (such as cultural and IT penetration), the usage industry, and the characteristics of the chatbot itself 
(including conversational dialog systems vs. task-oriented dialog systems, and text-based chatbots vs. voice-based 
chatbots). 

Firstly, prior research highlights that cultural background plays a crucial role in shaping people's attitudes and 
behavioral responses toward new technologies, including chatbots (Hofstede, 1984). As culture evolves, it profoundly 
impacts our research samples through factors such as religion, philosophy, social structure, and values (Saaida, 2023). 
For example, cultural orientations toward individualism and collectivism in Eastern and Western contexts can 
influence how people perceive chatbots. In Eastern cultures, which emphasize collectivism, chatbots may be more 
readily accepted as integral parts of society (Lomas et al., 2023). In contrast, Western cultures, with their focus on 
individualism, may lead to higher expectations for chatbots' independence and autonomy (Belda-Medina & 
Kokošková, 2023). Shin et al., (2022) indicated that Japanese users prioritize the functional attributes of chatbots, 
while American users tend to focus on the non-functional aspects of chatbot algorithms. 

Apart from cultural factors, the country's information technology (IT) penetration rate may also play a moderating 
role in the relationships between variables. In countries where IT is relatively widespread, the public's adaptability to 
and acceptance of new technologies, such as chatbots, may be higher (Zhou et al., 2023). Conversely, in countries 
where IT is not widely adopted, subjective factors, such as social presence (e.g., evaluations from those around them), 
might have a greater impact on users' decisions to adopt chatbot services (Lema et al., 2021). In other words, in these 
countries, the adoption process of chatbots may be more influenced by heuristic factors rather than systematic ones. 

Chatbot technology finds applications across various industries, catering to diverse user needs and expectations 
within distinct environments. Because chatbots have different roles and interact with multiple types of clients in 
different industries, they often exhibit different characteristics and functionalities. These differing functionalities elicit 
diverse performance expectations from users, thereby influencing their behavioral patterns (H. Chen et al., 2017). 
Meng et al. (2022) highlighted that user-specific health anxiety in mHealth contexts augments the significance of 
cognitive trust while diminishing the impact of emotional trust on sustaining intentions towards conversational robotic 
services. At the same time, Kyung & Kwon (2022) points out that for services such as travel and education, users tend 
to rely more on the affective signals of the provider, as there is a lack of objective evidence and the necessary 
knowledge to evaluate the performance of the service. Thus, the characteristics of user needs in different application 
industries influence the relationship between user trust and user adoption intention (Gefen et al., 2008). Therefore, our 
study aims to reveal the differences in the process through which users transition from establishing two types of trust 
to adopting services across different usage industries. 

Finally, the characteristics of the chatbot itself may also play a crucial role. For example, depending on the 
different application scenarios of AI dialog systems, these systems can be classified into conversational dialog systems 
and task-oriented dialog systems (McTear, 2021). Task-oriented dialog systems assist with tasks such as product 
searches and hotel reservations (Z. Zhang et al., 2020), while conversational dialog systems engage in open-domain 
interactions with humans (Ferreira et al., 2022). Users' perceptions and the process of building trust may vary 
depending on the specific dialog functionalities of the chatbot. Additionally, chatbots can be categorized as text-based 
or voice-based (Adamopoulou & Moussiades, 2020; Rajaobelina et al., 2021). The sensory experiences of visual 
versus auditory inputs differ, which may also influence the complex relationships between variables (Go & Sundar, 
2019). 

 
3.  Method  
3.1. Meta-Analysis 

In 1976, Glass (1976) defined meta-analysis as “a statistical method that systematically and quantitatively 
integrates previous research results”. The main advantage of meta-analysis is that it can comprehensively analyze and 
compare the results of different studies under the same theme. A larger sample can be obtained by meta-analysis, 
making the conclusions more convincing. 
3.2. Search Strategy 

Following the PRISMA guidelines (Liberati et al., 2009), we adopted a systematic approach to identify relevant 
articles for this study. This research delves into the causation and repercussions of people's trust in chatbots, with 
("Chatbot" OR "Bot" OR "ChatGPT") AND "trust" AND ("Adoption" OR "Use" OR "Acceptance" OR "Behavioral 
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intention") selected as the search terms. The following databases were used for searching English articles: Web of 
Science, Wiley, Science Direct, SAGE, Taylor and Francis, and Emerald. As for searching Chinese academic articles, 
we used the CNKI database, one of the most professional academic databases in China. The initial search resulted in 
2210 articles. We executed the subsequent steps to refine the selection of relevant articles.  

Initially, 208 duplicate articles were eliminated from the dataset, considering the possibility of articles being 
duplicated across multiple databases. Subsequently, we scrutinized the titles and abstracts of the remaining papers for 
further refinement, excluding articles falling into the following categories: (1) Qualitative/review/conceptual articles. 
(2) Articles relying on secondary data. (3) Articles lacking measurement of the chatbot's credibility. (4) Articles 
published in languages other than English or Chinese. Following these filtering criteria, 445 articles qualified for the 
subsequent stage. We examined the full text of each article, ensuring: (1) The article was an empirical study. (2) The 
article reported the requisite effect size, such as sample size and correlation coefficients. (3) Data from the study were 
used only once in the meta-analysis. In cases where the same data appeared in both a journal and conference paper 
simultaneously, we opted for a single inclusion to prevent redundancy. 

Our final sample encompasses 54 studies, comprising 48 English articles and 6 Chinese articles. The flow chart 
in Fig. 2 illustrates the article's identification and selection process. Appendix B provides the profiles and summary of 
studies used for the analysis. 

 

 
Figure 2. Flow chart for studies identification and selection. 

 
3.3. Coding and effect size integration 

As depicted in Appendix B, the 56 sample sets extracted from 54 articles underwent encoding across 7 dimensions: 
code number, authors and publication date, number of variables, sample size, type of trust, whether it pertains to an e-
commerce context, and chatbot usage industry. To articulate the relationship between chatbot trust and other variables, 
we selected the correlation coefficient (r) as the standardized effect size. Widely endorsed in meta-analysis studies 
(Lipsey & Wilson, 2001; J. Wu et al., 2023; Yan et al., 2021), the correlation coefficient serves as a robust metric, 
offering a nuanced measure of the strength of the influence of determinants and facilitating the synthesis of findings. 
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Additionally, we have followed the recommendation of Jeyaraj & Dwivedi (2020) to try to obtain the original 
correlation coefficients provided by the study to avoid bias in the conversion of statistics. 

Throughout the encoding process, we adhered to the following protocols to uphold the independence of the 
literature samples: (1) In cases where an article presented multiple independent samples to derive effect values, we 
coded each independently. (2) If an article subdivided a variable to furnish multiple effect sizes or if variables were 
categorized into distinct dimensions for discussion, we included the effect size post-averaging (Jeyaraj & Dwivedi, 
2020).  

Besides, different studies may have different conceptualizations of determinants and causal variables, and meta-
analysis requires mapping different forms of conceptualization to the construct variable framework (Li, 2023). After 
a collective discussion among the three researchers, this paper integrates and categorizes the literature based on a 
unified standard coding scheme for variable definitions, and the results of research constructs categorization are shown 
in Appendix C. 
3.4. Moderator coding 

As previously mentioned, we selected three categories of moderating variables: sample characteristics, usage 
industry, and chatbot features. In this study, we used subgroup analysis to examine categorical variables and meta-
regression to analyze continuous variables. 

 Firstly, we compiled the sample countries from each study and categorized them into Eastern cultures (e.g., 
China, India, Korea) or Western cultures (e.g., the United States, Canada, Italy). Additionally, we obtained the 
percentage of internet users in various countries for 2022 from the International Telecommunication Union (ITU) 
World Telecommunication/ICT Indicators Database, using this as an indicator of IT penetration. Detailed data can be 
found in Appendix B. 

Secondly, we chose the usage industry of chatbots as the moderating variable. Specifically, our investigation 
initially delved into determining whether the chatbot's usage industries were within the realm of e-commerce. After 
excluding some categories with insufficient sample sizes (k<2), we further categorized these industries into 8 distinct 
categories. Table 2 furnishes a comprehensive description along with an illustrative example of the moderator variables. 

 
Table 2: Moderator coding. 

Moderator Name Description Example 
Is (not) an 
e-
commerce 
situation 

In e-commerce 
situation 

Electronic commerce (e-commerce) refers to companies 
and individuals that buy and sell goods and services over 
the Internet (Bloomenthal, 2023). 

Customer 
service chatbot 
in Amazonas 

Not in an e-
commerce 
situation 

Industries that do not belong to e-commerce situations. Offline 
supermarket 
waiter chatbot 

Chatbot 
Usage 
Industries 

Online Retailing It is an electronic form of shopping for goods from online 
stores where buyers and sellers meet virtually and create a 
marketplace (e.g. jd.com). 
Note: In this article, online retailing does not include service 
transactions (such as ordering hotel rooms). 

Marketing 
chatbot in JD 

Hotels & Tourism It includes online travel agencies (OTA) (e.g. 
hotels.ctrip.com), travel route planning systems (e.g. 
Google Trips), and hotel and catering industries. 

Hotel service 
chatbot 

Financial 
Industry 

It refers to the special industries dealing in financial 
commodities, including banking, insurance, trust, 
securities, and leasing industries. 

Chatbot in 
online banking 

Media It includes print media (newspapers, magazines, 
periodicals, etc.) and electronic media (radio, television, 
news websites, etc.). 

Chatbot for 
searching news 

Education It refers to the collection of educational products and 
organizations that provide educational services. 

Teaching 
chatbot 



Zhang et al.: From Bias to Belief 
 

Page 278 
 

Moderator Name Description Example 
Medical and 
Health 

It provides the public with a collection of products (goods 
and services) directly or closely related to health. 

Chatbot for 
answering 
medical 
questions 

Personal 
Assistant 

It is an intelligent system developed based on artificial 
intelligence technology that can help users complete 
various tasks and provide various services. 

Siri 

Inside the 
Enterprise 

Chatbot used by employees within the enterprise. Office assistant 
chatbot 

 
Finally, we classified the chatbots in the literature into conversational dialog systems versus task-oriented dialog 

systems, and text-based chatbots versus voice-based chatbots. Detailed data on these classifications can also be found 
in Appendix B. 
3.5. Meta-analysis procedures 

We chose to conduct the meta-analysis through CMA software, which is one of the most widely used software for 
conducting meta-analysis of business management studies (Brüggemann & Rajguru, 2022). This analytical approach 
offers the flexibility of employing either a fixed-effect or random-effect model. The fixed-effect model presupposes a 
uniform effect size across all studies included in the analysis, whereas the random-effect model allows for variability 
in the true effect size from one study to another (Borenstein et al., 2010). Given our assumption that differences in 
sample characteristics, types of chatbots, and usage industries may lead to significant variations in effect sizes between 
articles, we opted for a random effects model to evaluate the correlation coefficients among the variables. Considering 
the substantial differences in sample sizes (N) across different studies, our research utilized a weighted average of 
correlations (Hunter & Schmidt, 2004; J. Mou et al., 2017). The purpose of the weighted average correlation is to 
correct sampling errors in order to obtain more accurate estimates. This method weights the correlation for each study 
according to the following formula:  

r+ =
∑Niri
∑Ni

(1) 

where Ni is the sample size of each study and ri is the observed correlation value of each study. In addition, we 
calculated the confidence intervals. Significant correlation means that the confidence interval does not include 0. We 
used the Q-test and I² test to determine whether the studies included were homogeneous (Huedo-Medina et al., 2006; 
Jackson et al., 2012). To conduct a homogeneity test, the Fisher Z transformation was applied using the formula: 

𝑧𝑧𝑟𝑟𝑖𝑖 = 0.5 × ln �
1 + 𝑟𝑟𝑖𝑖
1 − 𝑟𝑟𝑖𝑖

� (2) 

Then, Homogeneity Q was calculated using the formula: 

𝑄𝑄 = �(𝑤𝑤𝑖𝑖)(𝑧𝑧𝑟𝑟′ )2
𝑘𝑘

𝑖𝑖=1

(3) 

𝑧𝑧𝑟𝑟′ =
∑ 𝑤𝑤𝑖𝑖𝑧𝑧𝑟𝑟𝑖𝑖
𝑘𝑘
𝑖𝑖=1

∑ 𝑤𝑤𝑖𝑖𝑘𝑘
𝑖𝑖=1

=
∑ (Ni − 3)𝑧𝑧𝑟𝑟𝑖𝑖
𝑘𝑘
𝑖𝑖=1

∑ (Ni − 3)𝑘𝑘
𝑖𝑖=1

(4) 

Finally, we used Egger regression to assess the publication bias of the included articles and performed additional 
robustness analyses on the results (Egger et al., 1997). 

 
4.  Results 
4.1. Heterogeneity and publication bias 

The heterogeneity test is an essential part of a meta-analysis. Heterogeneity is the fact of consisting of parts or 
things that are very different from each other, which refers to the intergroup variance between different studies (Ryan, 
2014). As stated above, we used the Q-test and I2 test to determine whether the studies included were homogeneous. 
The results of the heterogeneity test are given in Table 3. Consistent with our expectations, except for COM-ET 
(p=0.192, I2 =34.34) and SI-CT (p=0.217, I2 =34.52), all relationships among variables exhibited significant 
heterogeneity (p<0.05, I2>75). This shows the presence of heterogeneity between the studies. Furthermore, the results 
of the heterogeneity test affirm the appropriateness of applying the random-effects model. 

 

https://dictionary.cambridge.org/zhs/%E8%AF%8D%E5%85%B8/%E8%8B%B1%E8%AF%AD-%E6%B1%89%E8%AF%AD-%E7%AE%80%E4%BD%93/fact
https://dictionary.cambridge.org/zhs/%E8%AF%8D%E5%85%B8/%E8%8B%B1%E8%AF%AD-%E6%B1%89%E8%AF%AD-%E7%AE%80%E4%BD%93/part
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Table 3: Results of heterogeneity test. 
Assumption K N Q-test Tau-squared Egger regression 
   Q-value df (Q) P-value I-squared Tau-Squared SE Variance Tau Intercept P-value 
COM - CT 11 2790 93.692  10.000  <0.001 89.327  0.035  0.020  <0.001 0.186  4.999  0.096  
COM - ET 5 1466 6.092  4.000  0.192  34.342  0.002  0.004  <0.001 0.044  2.868  0.242  
PR - CT 6 1868 77.407  5.000  <0.001 93.541  0.049  0.036  0.001  0.221  7.967  0.196  
PR - ET 2 700 4.551  1.000  0.033  78.025  0.011  0.020  <0.001 0.104  - - 
PE - CT 3 923 10.654  2.000  0.005  81.228  0.014  0.018  <0.001 0.120  16.362  0.488  
ANT - CT 4 778 15.542  3.000  0.001  80.698  0.022  0.023  0.001  0.150  8.455  0.358  
ANT - ET 7 2282 187.540  6.000  <0.001 96.801  0.095  0.059  0.003  0.308  -4.427  0.782  
SP - CT 5 1590 40.658  4.000  <0.001 90.162  0.031  0.026  0.001  0.177  4.980  0.479  
SP - ET 4 1356 38.442  3.000  <0.001 92.196  0.039  0.037  0.001  0.197  6.608  0.444  
SI - CT 3 848 3.054  2.000  0.217  34.519  0.002  0.006  <0.001 0.045  -2.253  0.770  
SI - ET 3 813 7.359  2.000  0.025  72.823  0.010  0.014  <0.001 0.102  11.218  0.087  
ET - CT 3 1026 51.504  2.000  <0.001 96.117  0.074  0.078  0.006  0.272  39.495  0.373  
CT - AI 44 14920 1288.000  43.000  <0.001 96.661  0.087  0.024  0.001  0.296  8.971  <0.001 
ET - AI 24 6916 723.130  23.000  <0.001 96.819  0.108  0.035  0.001  0.328  -2.728  0.611  
Note: k: number of studies; N: sample size; SE: standard error; COM: Competence; RI: Risk; ANT: 
Anthropomorphism; SP: Social presence; SI: Social influence; ET: Emotional trust; CT: Cognitive trust; AI: Adopt 
intention. 
  

Publication bias occurs when research studies are selectively published based on their results rather than their 
intrinsic merits or other factors. It involves the tendency for studies to be published in peer-reviewed journals 
depending on the direction and strength of their results (Nikolopoulou, 2022). This bias can potentially compromise 
the accuracy and persuasiveness of the research findings. To scrutinize the presence of publication bias, we employed 
Egger's test, which utilizes linear regression with an intercept to quantify the extent of systematic differences among 
studies (Egger et al., 1997). The results of this test are detailed in Table 3, with RI-ET excluded from analysis due to 
sample size limitations. A classic fail-safe N test was conducted specifically for CT-AI, revealing a failure safety factor 
of 49249—far exceeding 5K+10 (where K represents the number of independent samples in a variable). This outcome 
implies that, while some degree of publication bias may exist, its impact on the meta-analysis results is notably limited. 
Consequently, the analytical outcomes are less susceptible to distortion arising from publication bias (Peng et al., 2022; 
Yan et al., 2021). 
4.2. Main results 

In the context of the random effects model, the outcomes of the meta-analysis concerning the primary variables 
are presented in Table 4. Broadly, all antecedents, except risk, exert influence on the development of user cognitive 
and emotional trust. Moreover, the correlation between cognitive and emotional trust is substantiated. Additionally, 
both user cognitive and emotional trust exhibit a positive influence on the user's intention to adopt chatbots. 
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Table 4: Results of the meta-analysis. 
Assumption K N Effect size and 95% CI Two-tailed test 
   Point estimate Lower limit Upper limit Z-value P-value 
COM - CT 11 2790 0.664  0.592  0.725  13.158  <0.001 
COM - ET 5 1466 0.597  0.552  0.638  20.297  <0.001 
PR - CT 6 1868 -0.062  -0.243  0.124  -0.653  0.514  
PR - ET 2 700 -0.311  -0.451  -0.157  -3.863  <0.001 
PE - CT 3 923 0.528  0.411  0.628  7.643  <0.001 
ANT - CT 4 778 0.544  0.419  0.650  7.283  <0.001 
ANT - ET 7 2282 0.513  0.323  0.664  4.781  <0.001 
SP - CT 5 1590 0.559  0.436  0.662  7.544  <0.001 
SP - ET 4 1356 0.581  0.431  0.699  6.427  <0.001 
SI - CT 3 848 0.589  0.530  0.642  15.512  <0.001 
SI - ET 3 813 0.520  0.415  0.612  8.340  <0.001 
ET - CT 3 1026 0.433  0.148  0.651  2.890  0.004  
CT - AI 44 14920 0.541  0.475  0.601  13.270  <0.001 
ET - AI 24 6916 0.598  0.505  0.677  10.104  <0.001 

 
Firstly, among the systematic factors analyzed, competence exhibited the highest correlation with cognitive trust 

(r=0.664, p<0.001) and emotional trust (r=0.597, p<0.001). This significant relationship suggests that users’ 
perceptions of competence may play a pivotal role in building trust, aligning with trust-building theories that 
emphasize the importance of perceived ability and reliability. Additionally, personalization shows a significant 
positive correlation with cognitive trust (r=0.528, p<0.001), indicating that customized experiences can enhance users' 
sense of trust. Personalization may make users feel more valued and understood, thereby fostering a stronger cognitive 
connection. Conversely, risk exhibited a noteworthy medium-strength negative impact on emotional trust (r=-0.311, 
p<0.001), suggesting that perceived risks diminish users' emotional connections. Interestingly, risk did not 
significantly affect cognitive trust (r=-0.062, p=0.514). This discrepancy raises questions about the nature of emotional 
versus cognitive trust and how different factors might interact to influence each type. Secondly, as shown in Table 4, 
significant positive correlations were observed between the heuristic factors and both forms of trust. The correlation 
coefficients, all exceeding 0.5, suggest that the heuristic variables collectively exert a strong influence on both 
cognitive and emotional trust. Among these, social influence (r=0.589, p<0.001) exhibited the strongest correlation 
with cognitive trust, while anthropomorphism (r=0.544, p<0.001) and social presence (r=0.559, p<0.001) 
demonstrated a relatively weaker impact on cognitive trust. Social presence emerged as the factor with the highest 
correlation with emotional trust (r=0.581, p<0.001), while anthropomorphism (r=0.513, p<0.001) and social influence 
(r=0.520, p<0.001) displayed a comparatively lower impact on emotional trust. Thirdly, our findings revealed a 
significant correlation between emotional trust and cognitive trust (r=0.433, p=0.004). Furthermore, as anticipated, 
both cognitive (r=0.541, p<0.001) and emotional trust (r=0.598, p<0.001) significantly and positively influence users' 
adoption intention of chatbots, while emotional trust has a slightly higher influence on it. 
4.3. Moderator analyses 
4.3.1. Results of subgroup analysis 

Table 5 reports the results of the subgroup analysis. To ensure sufficient statistical power in our study, we excluded 
results with K<2 from the moderator analysis, which are represented by a "-" in the table. The moderating effect of 
cultural background differences is not significant. However, it is interesting to note that the relationships between 
variables in Western culture are slightly higher than in Eastern culture. Specifically, the impact of competence on 
cognitive trust is more pronounced (r=0.801*** vs. r=0.635***), and the correlation between the two types of trust 
and adoption is also greater (CT-AI: r=0.581*** vs. r=0.522***; ET-AI: r=0.678*** vs. r=545). Additionally, different 
types of chatbots have a significant moderating effect on relationships. In task-driven conversational environments, 
the correlations are stronger, particularly the impact of competence on cognitive trust (r=0.633*** vs. r=0.562***) 
and social presence on emotional trust (r=0.590*** vs. r=0.433***). Text-based chatbots show a significantly greater 
impact on cognitive trust through anthropomorphism than voice-based chatbots (r=0.790*** vs. r=0.561). The 
correlations between the two types of trust established by users and their adoption intention differ under the influence 
of chatbot types. Emotional trust is more readily converted into adoption intention when using voice-based chatbots 
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(r=0.583 vs. r=0.659), whereas cognitive trust is more easily converted into adoption intention when using text-based 
chatbots (r=0.537*** vs. r=0.518***) 

 
Table 5: Result of Subgroup Analyses (a). 
Relationshi
p 

E-
commerc
e situation 

Non-e-
commerce 
environm
ent 

Z Wester
n 

Easter
n 

Z Task-
oriented 

Conver
sational 
-
oriented 

Z Textual Voice Z 

COM - CT 0.700 
(900) 

0.648 
(1275) 

0.587  0.801 
(233) 

0.635 
(2557) 

1.277  0.680 
(1912) 

0.598 
(878) 

2.121  0.667 
(2527) 

0.617 
(463) 

1.082  

COM - ET 0.654 
(388) 

0.566 
(463) 

4.151  - 0.579 
(1282) 

3.455 0.633 
(588) 

0.562 
(878) 

4.188  0.609 
(1203) 

0.566 
(463) 

1.162  

RI - CT - -0.062 
(1868) 

- 0.338 
(479) 

-0.224 
(1389) 

3.023  0.017 
(1313) 

-0.179 
(555) 

1.592  -0.041 
(1578) 

- 0.471 

RI - ET - -0.311 
(700) 

- - -0.311 
(700) 

- - - - -0.311 
(700) 

- - 

PE - CT - 0.528 
(923) 

- - 0.506 
(680) 

0.568 0.506 
(680) 

- 0.568 0.506 
(680) 

- 0.568 

ANT - CT 0.641 
(315) 

0.439 
(463) 

15.483  - 0.544 
(778) 

- 0.581 
(515) 

- 3.101 0.790 
(515) 

0.561 
(463) 

4.648  

ANT - ET 0.733 
(605) 

0.398 
(1677) 

7.492  - 0.442 
(1881) 

47.07
6 

0.539 
(2019) 

- 2.999 0.539 
(2019) 

0.390 
(463) 

1.658  

SP - CT 0.622 
(774) 

- - - 0.576 
(1397) 

1.029  0.590 
(975) 

0.443 
(816) 

4.779  0.559 
(1590) 

- 0.980  

SP - ET 0.628 
(741) 

- - - 0.604 
(1196) 

0.954 0.628 
(714) 

8.362 - 0.581 
(1356) 

- - 

SI - CT - 0.580 
(664) 

0.141 - 0.580 
(664) 

0.141 0.616 
(583) 

- 2.973 0.589 
(848) 

- - 

SI - ET - 0.479 
(629) 

3.329 - 0.479 
(629) 

3.329 0.519 
(548) 

- 0.012 0.520 
(813) 

- - 

ET - CT - 0.433 
(1026) 

- - 0.433 
(1026) 

- 0.334 
(763) 

- 3.130  0.334 
(763) 

- 3.130  

CT - AI 0.647 
(1842) 

0.528 
(11551) 

4.142  0.581 
(3896) 

0.522 
(11415
) 

1.068  0.542 
(12741) 

0.521 
(2839) 

0.158 0.537 
(13775) 

0.518 
(5730) 

0.089  

ET - AI 0.686 
(1875) 

0.547 
(4015) 

2.139  0.678 
(1980) 

0.545 
(4936) 

2.690  0.609 
(5863) 

0.539 
(1512) 

1.094  0.583 
(6310) 

0.659 
(1265) 

0.787  

Note: Z: Z-value COM: Competence; RI: Risk; ANT: Anthropomorphism; SP: Social presence; SI: Social 
influence; ET: Emotional trust; CT: Cognitive trust; AI: Adopt intention. 

 
We observed that the moderating effect of the usage industry is quite significant. Initially, we categorized the 

service scenarios into e-commerce and non-e-commerce sectors and found that the correlations between variables are 
notably stronger in the e-commerce sector. Specifically, in e-commerce contexts, chatbot competence more effectively 
translates into users' emotional trust (r=0.654*** vs. r=0.566***), and the impact of anthropomorphism is markedly 
more pronounced (ANT-CT: r=0.641*** vs. r=0.439***; ANT-ET: r=0.733*** vs. r=0.398***). Furthermore, the 
association between cognitive trust and users' adoption intention is considerably greater (r=0.647*** vs. r=0.528***). 
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Table 6: Result of Subgroup Analyses (b). 
Relationshi
p Usage industry K N Effect size and 95% CI Two-tailed test Q-test 

    Point 
estimate 

Lowe
r 

Uppe
r 

Z-
value 

P-
value 

Q-
value 

df 
(Q) 

P-
value 

CT - AI Retailing 8 1731 0.647  0.550  0.727  9.948  0.000  24.631  7.000  0.001  
Hotels & -Tourism 6 3061 0.570  0.310  0.751  3.877  0.000     
Finance 11 3582 0.578  0.447  0.685  7.209  0.000     
Education 3 1644 0.480  0.074  0.749  2.283  0.022     
Medical and Health 2 590 0.540  0.159  0.781  2.670  0.008     
Media 2 690 0.327  0.214  0.432  5.461  0.000     
Inside the 
Enterprise 2 656 0.271  -

0.188  0.632  1.164  0.244     

Personal Assistant 3 924 0.565  0.484  0.636  11.298  0.000     
ET - AI Retailing 8 1875 0.686  0.548  0.787  7.337  0.000  4.991  3.000  0.172  

Hotels & -Tourism 3 1130 0.635  0.339  0.816  3.702  0.000     
Finance 6 1458 0.461  0.282  0.609  4.689  0.000     
Medical and Health 2 650 0.628  0.031  0.895  2.047  0.041     

Note: k: number of studies; N: sample size; ET: Emotional trust; CT: Cognitive trust; AI: Adopt intention. 
 
Next, we categorized users by the industry in which they use chatbots, with detailed results presented in Table 6. 

Due to the limited research and variability across industries for some variables, our analysis focused on how specific 
industries moderate the relationship between the two types of trust and adoption intention. We discovered that the 
industry of chatbot use significantly influences the relationship between cognitive trust and adoption intention. 
Specifically, in the online retail sector, the correlation between cognitive trust and adoption intention is exceptionally 
high (r=0.647***). In contrast, in education and internal company contexts, this correlation is weak (r=0.480**; 
r=0.271 n.s.). Notably, we found differences in the impact of the two types of trust across industries. For instance, in 
the banking sector, cognitive trust has a strong correlation with adoption intention (r=0.578***), whereas emotional 
trust exhibits a weaker correlation compared to other industries (r=0.461***). Conversely, in several other sectors, 
emotional trust has a stronger correlation with adoption intention than cognitive trust. 
4.3.2. Results of meta-regression analysis 

This study performed a meta-regression analysis to investigate IT penetration as a quantitative moderating 
variable, with results detailed in Table 7. The analysis indicates that IT penetration significantly moderates only the 
relationship between emotional trust and adoption intention. Specifically, higher IT penetration in a given country or 
region facilitates the conversion of emotional trust into adoption intention for chatbots (β=1.034, p=0.015). However, 
IT penetration does not universally enhance all variable relationships. For example, it may diminish the impact of 
social presence on both types of trust (SP - CT: β=-1.928; SP - ET: β=-1.605). Notably, IT penetration might reduce 
the influence of anthropomorphism on cognitive trust (β=-0.842), while potentially strengthening its effect on 
emotional trust (β=1.465). 
 
Table 7: Results of Meta-regression Analyses 

Relationship β Standard error 95% lower 95% upper z p value 

COM - CT 0.914  0.857  -0.765  2.593  1.070  0.286  
COM - ET 0.262  0.461  -0.641  1.164 0.570  0.570  
RI - CT 0.299  0.331  -0.350  0.947  0.900  0.367  
ANT - CT -0.842  1.059  -2.918  1.234  -0.800  0.427  
ANT - ET 1.465  1.267  -1.018  3.948  1.160  0.248 
SP - CT -1.928  2.101  -6.045  2.190  -0.920  0.359  
SP - ET -1.605  2.880  -7.249  4.040  -0.560  0.577 
CT - AI 0.341  0.255  -0.159  0.840  1.340  0.181  
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ET - AI 1.034  0.423  0.205  1.863 2.45 0.015  
Note: Z: Z-value COM: Competence; RI: Risk; ANT: Anthropomorphism; SP: Social presence; ET: Emotional 

trust; CT: Cognitive trust; AI: Adopt intention. 

4.4. Robustness analyses 
According to the MOOSE guidelines (Stroup, 2000), the results of the meta-analysis were analyzed for robustness 

by meticulously reviewing the literature for high-quality sample surveys. The assessment of survey quality in a study 
involved considering various criteria, such as response rate, sample representativeness, pre-testing of questionnaires, 
and non-response follow-up (Rao et al., 2008). Studies were classified as high quality if they adequately addressed 
survey respondent coverage or implemented measures against non-response bias (Li, 2023). After the exclusion of 
low-quality studies, our study conducted analyses on the remaining 11 variable relationships to gauge the robustness 
of the primary findings. Appendix E shows the results of the robustness analysis. Notably, the main variable 
relationships exhibited no significant deviations after the removal of low-quality sample studies and remained 
consistent with the earlier findings. This consistency underscores the robust nature of the analytical findings in this 
study. 

 
5.  Discussion and implications 

Our study explores the role of trust in users' chatbot adoption intentions and its antecedents. We categorize the 
antecedents of trust using the Heuristic Systematic Model and further dissect trust into its cognitive and emotional 
dimensions to examine their effects on user adoption intention. The findings reveal that, among systematic factors, 
chatbot competence and risk are strongly correlated with emotional trust, while competence and personalization 
positively correlate with cognitive trust. All heuristic factors show relatively strong positive correlations with both 
cognitive and emotional trust. 

Although we attempted to distinguish between the cognitive and emotional dimensions of trust, the results indicate 
that, in most cases, they are highly correlated and have similar positive effects on adoption intention. However, we 
found that in certain specific contexts, the role of emotional trust is more significant. This finding suggests that, from 
an overall perspective, trust can be considered as a unidimensional variable. However, this conclusion may not apply 
to all chatbot application scenarios. We discovered that in some contexts, the role of emotional trust is significantly 
greater than that of cognitive trust. For instance, when using voice-based chatbots, the correlation between emotional 
trust and adoption intention is much higher than that of cognitive trust (in contrast, when using text-based chatbots, 
the effects of emotional trust and cognitive trust are quite similar). In these cases, we should treat trust as two distinct 
dimensions for separate study. Our finding helps to address the inconsistencies regarding trust dimensions in previous 
research to some extent. 

In addition, our study innovatively uses sample characteristics, chatbot features, and usage industries as 
moderating variables to explore the effects of a range of moderating factors, thereby enhancing the theoretical and 
practical value of our research.  
5.1. Principal findings 
5.1.1. Main effect analysis 

First, certain scholars in previous research posited that systematic factors exert a greater influence on cognitive 
trust, whereas heuristic factors are more inclined to impact emotional trust (Gong, 2021). However, our study did not 
align with this perspective. For instance, risks associated with systematic factors were observed to exert a more 
pronounced impact on emotional trust compared to cognitive trust. Similarly, the anthropomorphic and social 
influences stemming from heuristic factors exhibited a slightly stronger positive effect on cognitive trust. This 
observation suggests that the influence of systematic and heuristic factors on trust may be intricate and multifaceted. 

Second, within the realm of systemic factors, the association between chatbot competence, risk, and emotional 
trust is noteworthy, as is the relationship between competence, personalization, and cognitive trust. Regarding chatbot 
competence, we found that the effect of chatbot competence was significant for both forms of trust, aligning with the 
consensus in most prior studies. Some scholars even posit that competence is an integral component of the trust 
definition (Mayer et al., 1995). Notably, competence exerts a more substantial influence on trust compared to other 
factors, emphasizing the pivotal role of chatbot competence in the decision-making process of trust endorsement. In 
the context of chatbot risk, our study synthesizes previous research, revealing that risk significantly influences 
emotional trust while exhibiting no notable effect on cognitive trust. On one hand, risks associated with chatbots, such 
as user privacy and data security concerns, induce insecurity among users, impeding the establishment of emotional 
trust (Lappeman et al., 2023). On the other hand, the inconsequential impact of risk on cognitive trust may be attributed 
to two factors: (1) Bouhia et al. (2022) argued in their study that privacy concerns remain prominent regardless of 
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users' familiarity with chatbots. This implies that users' perceived trust does not realize a significant enhancement due 
to the reduction of privacy risk. (2) When deciding whether to adopt a chatbot, a significant number of customers 
exhibit risk preference. This means they can cognitively accept the risks associated with using the chatbot, and these 
risks do not significantly impede the development of cognitive trust in the chatbot (Dekkal et al., 2023). Our study 
underscores that personalization indeed exerts a significant positive impact on individuals' cognitive trust. When users 
are presented with a service tailored to their needs, they are more inclined to engage with it systematically and trust 
that the chatbot is reliable. 

Third, all heuristic factors were found to be significantly correlated with both cognitive and emotional trust. 
Regarding anthropomorphism, a high degree of anthropomorphic characteristics leads individuals to perceive a 
chatbot as possessing human abilities, fostering a sense of benevolence (Klein & Martinez, 2022). Furthermore, we 
observed that the impact of anthropomorphism on trust varied significantly across different fields. In the e-commerce 
sector, there exists a notably high correlation between anthropomorphic interaction and trust, whereas in non-e-
commerce domains such as the hotel and tourism industry, this effect is comparatively less pronounced. The reason 
for this difference may be attributed to the potential terror valley effect in these areas, where excessive personification 
could have a negative impact on trust (Cui, 2023). Social presence is the factor with the strongest correlation with 
emotional trust. The social presence experienced by users from human-computer interactions contributes to the linking 
of human-computer emotional bonds and also enhances user trust by facilitating users' perceptions of chatbot 
interaction capabilities. Social influence is the factor with the strongest correlation with cognitive trust, which 
primarily enhances user trust by reducing user uncertainty about chatbot technology. Notably, when customers initially 
interact with a chatbot, they are inclined to rely more heavily on social influences. This implies that consumers take 
into account the opinions of those around them, such as peers and family members, which subsequently impacts their 
trust and decision-making in the context of chatbots (Mostafa & Kasamani, 2022).  

Fourth, previous studies have presented diverse perspectives on the interplay between cognitive trust and 
emotional trust, and this study verified the correlation between the two. On one hand, when individuals cultivate 
emotional trust in chatbots—such as perceiving interactions with chatbots as easy, pleasant, and warm—they may 
concurrently develop heightened cognitive biases, encompassing perceptions of robot ability, integrity, and kindness 
(Liao & Zheng, 2018). On the other hand, the establishment of cognitive trust also serves to facilitate the development 
of an interactive relationship between the user and the chatbot, thereby fostering the augmentation of emotional trust 
(Chih et al., 2017).  

Fifth, our study shows that both cognitive and emotional trust have a significant positive impact on chatbot 
adoption intention. This finding aligns with numerous empirical studies in the field (Pal et al., 2022; Shi et al., 2021). 
When users place trust in chatbots, they exhibit a greater likelihood of accepting and endorsing the chatbot service. 
5.1.2. Moderator effect analysis 

As previously discussed, we aim to elucidate the high heterogeneity in the literature through three lenses: sample 
characteristics, chatbot features, and usage industries. Our findings indicate that all three types of moderating variables 
exert some degree of influence. Firstly, trust is more likely to translate into user adoption intention in Western cultural 
contexts. This phenomenon may stem from the Western emphasis on personal freedom and independence, which 
encourages individuals to rely more on personal judgment and trust when making decisions (Gazi et al., 2024). 
Furthermore, Western societies highly value the establishment of contracts and credit systems, making trust a crucial 
factor in reducing transaction costs and enhancing efficiency in commercial and everyday transactions (Den Butter & 
Mosch, 2003). 

This study also reveals that the IT penetration rate in a country facilitates the conversion of affective trust into 
adoption intention. In countries with high IT penetration, consumers are likely more familiar with product technologies, 
which helps in adopting chatbots once affective trust is established. Surprisingly, IT penetration does not positively 
impact all relationships. In regions with lower IT penetration, users may lack familiarity and experience with AI 
products like chatbots. If they perceive chatbots as genuinely present in society, it could significantly enhance their 
cognitive and affective trust. Additionally, it is intriguing that IT penetration affects anthropomorphism differently. 
High IT penetration implies users are more accustomed to using chatbots. When interacting with anthropomorphic 
chatbots, users might more easily attribute human traits to the robots, thus establishing trust on an emotional level. 
However, IT penetration might diminish anthropomorphism's effect on cognitive trust, as cognitive trust is based on 
performance and reliability assessments. In environments with widespread IT, users may focus more on systemic 
factors affecting the actual functionality and efficiency of chatbots rather than heuristic features like 
anthropomorphism (Roy & Naidoo, 2021). 

Secondly, the features of chatbots are also a significant moderating variable. Current literature predominantly 
focuses on task-driven dialogue systems, where the establishment of trust and adoption intentions is closely related to 
both systemic and heuristic factors we investigate. This might be because users tend to have higher attention and 
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expectations when using chatbots for specific purposes, whereas conversational systems are often used more for 
pleasure (Adam et al., 2021; J. Zhang et al., 2024). Additionally, we found that text-based chatbots tend to facilitate 
trust more effectively than voice-based ones. This could be because visual cues provide more information than 
auditory ones, allowing users to better experience the chatbot's features (Föcker et al., 2022). 

Thirdly, our study reveals the moderating role of the industry in which chatbots are used. In various domains, the 
work content, form, and expression of chatbots exhibit substantial differences. Specifically, the correlation between 
variables was notably more robust in the e-commerce context. This discrepancy might be attributed to the fact that the 
e-commerce domain represents an earlier and more widely embraced arena for chatbot technology. Individuals in this 
domain are more acquainted with the utilization of chatbots and the intricacies of trust-building processes, rendering 
them more attuned to the objective attributes of chatbots and their emotional nuances in human-computer interactions. 

When examining specific industries, familiarity and attention towards online retail may be one reason why both 
cognitive and emotional trust is highly correlated with adoption intention. In contrast, in sectors such as education or 
within companies, the adoption of chatbot services by employees or users may be influenced by other factors, such as 
mandatory regulations from the organization. This could lead to scenarios where users must adopt chatbot services 
even if they do not trust them. Additionally, the significance of cognitive versus emotional trust varies across industries; 
for example, in the financial and banking sectors, where precision is crucial, cognitive trust tends to be more important 
than emotional trust. 
5.2. Theoretical implications 

First, this study compiles chatbot antecedents derived from prior research based on the HSM and examines the 
strength of the effects of various user chatbot trust antecedents along with the influence of trust on adoption intentions. 
Diverging from conventional review articles or meta-analyses, this study introduces an innovative categorization of 
trust-influencing factors into systemic and heuristic categories. Moreover, it classifies trust into cognitive and 
emotional dimensions, exploring their interactions. This endeavor establishes a foundational research framework with 
broad applicability to related fields and extends the utility of HSM, offering valuable insights for studies on user 
chatbot trust and adoption intention. 

Second, this study explains the existing inconsistent conclusions by summarizing and coordinating related 
literature. To tackle the issue of disparate research frameworks, this study constructs a generalizable framework 
utilizing two trust dimensions as mediating variables. The rationality of this framework is substantiated through 
theoretical modeling and meta-analysis. Additionally, in response to the inconsistent strength attributed to trust 
antecedents, the study presents consistent quantitative results accompanied by reasoned explanations. 

Finally, this study examines the variances in the establishment and conversion of user trust, considering factors 
such as the cultural context of the sample location (Eastern vs. Western), the penetration rate of IT, the type of chatbots 
(task-driven vs. conversational; text vs. voice), and the service industry as moderating variables. This provides 
numerous new research perspectives in this field. 
5.3. Practical implications 

This study provides valuable insights into effectively managing intelligent transformation within organizations in 
the AI era. On one hand, our findings underscore several factors for chatbot designers to consider in future 
development processes. On the other hand, we present a framework aimed at enhancing the decision-making ability 
of managers across various industries when deploying chatbots. 

For chatbot designers, it is crucial to consider optimizing the design scheme of chatbots from both systematic and 
heuristic perspectives. Designers must explore methods to enhance chatbot performance, augment their problem-
solving abilities, tailor personalized chatbot services for users, and minimize design risk vulnerabilities. Furthermore, 
our study demonstrates that heuristic factors such as anthropomorphism can positively influence user trust, a 
consideration often overlooked by many chatbot designers. In the future, designers could try to add more 
anthropomorphic elements to chatbots to make them more lifelike and could even try to set different types of faces 
and voice tones to different customers according to their preferences. 

For managers currently utilizing or considering the implementation of chatbots, our research offers a decision-
making framework. Managers must meticulously assess whether the chatbot employed by the enterprise can 
effectively meet customer demands. A chatbot's poor performance, coupled with inherent risks, can hinder customer 
trust, resulting in customers abandoning chatbot services and potentially causing adverse effects on the enterprise's 
revenue. Furthermore, our research underscores the popularity of personalized chatbot services among users. In the 
era of big data, personalized services are increasingly prioritized across industries, particularly in the service sector. 
Thus, managers should prioritize the evaluation of chatbots with personalized service capabilities. 

Simultaneously, enterprise managers should recognize the influence of heuristic factors on user trust. 
Incorporating anthropomorphic elements into chatbots, such as human-like embodiment, natural-sounding speech, 
and colloquial expressions, can bridge the gap between chatbot language and human communication. Social presence 
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in chatbot interactions is another crucial consideration. Realistic service simulations can diminish perceived distance 
in virtual interactions and boost user engagement. Moreover, given the substantial impact of social influence on trust, 
it is recommended that enterprises bolster their publicity efforts. Leveraging multimedia channels and diverse 
perspectives can effectively promote chatbot services, thereby expanding their social influence and fostering broader 
acceptance of chatbots. 

It merits emphasis that, despite the prevailing belief among academics and industry professionals in the inherent 
cognitive aspects of trust, our research underscores the pivotal role of cultivating emotional trust among end-users. 
Notably, the influence of emotional trust on users' intentions to adopt is found to be even more substantial than that of 
cognitive trust. Consequently, strategic leaders are encouraged to prioritize the development of emotional trust as a 
key component in fostering user engagement and adoption. 

Finally, we recommend that enterprises serving Western customers and those providing task-driven chatbot 
services pay particular attention to the process of building user trust. Additionally, chatbot designers should consider 
enhancing the visual elements of chatbots, rather than relying solely on voice features to convey information to 
customers. Furthermore, businesses across various industries must recognize the unique priorities within their 
respective sectors. Users in different industries exhibit distinct needs, leading to varying impacts of trust-building 
factors on them. Managers should assign chatbots based on their specific industry rather than simply copying 
successful models from other sectors. For example, in the financial industry, practitioners should prioritize cognitive 
trust over emotional trust compared to other industries. Service providers deploying chatbots in different sectors must 
understand their users and thoroughly consider their needs and psychology. Tailoring adjustments to all aspects of 
chatbot performance is crucial for effectively delivering accurate services that align with user needs and enhancing 
overall production and service efficiency. 
5.4. Limitations and future research 

There are some limitations in our study. First, the inclusion of literature was constrained by specific screening 
criteria. For instance, certain articles lacked appropriate effect sizes, presenting only regression coefficients. These 
articles were consequently excluded, potentially introducing a degree of incompleteness to the study results. 
Additionally, some literature did not provide sufficient evidence for assessing trust classification, leading to its 
exclusion. Second, numerous variables affect trust, but due to limited literature and sample sizes, it is challenging and 
easy to lead to errors to include all variables in the analysis. However, certain models and variables, such as perceived 
warmth and user interface, hold research value as well. All of these related variables from previous research are listed 
in Appendix A. Future research can further explore the influence of these variables on trust. Third, our study 
distinguishes between cognitive trust and emotional trust, but the results show a strong positive correlation between 
them. Overall, there is no significant difference in their positive effects on adoption intention. Therefore, we suggest 
that future research may consider combining both dimensions into a single 'trust' dimension to simplify the model 
structure and more directly analyze the overall impact of trust on adoption intention. However, it is worth noting that 
our study also found that emotional trust plays a significantly greater role than cognitive trust in certain specific 
contexts. As a result, we suggest that research in certain scenarios should still treat trust as two distinct dimensions, 
such as studies focused solely on voice-based chatbots. Finally, we have found that the factors influencing trust are 
intricate, and the relationships between variables can be complex. Due to the nature of meta-analysis, it is not well-
suited for analyzing the complex causal relationships between variables (Gurevitch et al., 2018). Our research did not 
consider the interaction of trust antecedents, nor their direct impact on adoption intention. Unfortunately, due to the 
limited number of available studies, our data does not support conducting SEM analysis. Therefore, there may still be 
some potential research space in the interpretation of user adoption mechanisms. However, we believe that future 
research on chatbot trust issues will continue to grow, and subsequent meta-analyses may incorporate additional 
articles published later to explore this topic in greater depth using SEM. 
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APPENDIXES 
Appendix A. Frequency statistics of variables. 

Variable Frequency Literature Variable names in the literature 
Competence 11 (X. Cheng, Zhang, et al., 2022) Perceived competence of chatbots 

(Pesonen, 2021) Competence 
(Yen & Chiang, 2021) Competence 
(Hsiao & Chen, 2022) Problem-solving 
(Jiang et al., 2023) Perceived task-solving competence 
(B. Zhang, 2022) Perceived competence 
(Mostafa & Kasamani, 2022) Compatibility 
(Gong, 2021) Functional performance 
(J. Liu, 2019) Performance expectations 
(Lei et al., 2021) Task attraction 
(Q. Chen & Park, 2021) Task attraction 

Risk 6 (Alagarsamy & Mehrolia, 2023) Perceived risk  
(Pesonen, 2021) Risk perception 
(Malodia et al., 2023) Risk barrier 
(Patil & Kulkarni, 2022) Safety risk 
(Dekkal et al., 2023) Privacy concerns 
(Zhao, 2022) Perceived security 

Personalization 3 (Alimamy, 2023) Personalization 
(Gong, 2021) Perception personalization 
(Tang, 2021) Personalized service 

Perceived usefulness 4 (Alagarsamy & Mehrolia, 2023) Perceived usefulness 
(Patil & Kulkarni, 2022) Perceived usefulness 
(Zhu et al., 2023) Perceived usefulness 
(Tang, 2021) Personalized service 

Perceived ease of use 3 (Mostafa & Kasamani, 2022) Perceived ease of use 
(Alagarsamy & Mehrolia, 2023) Perceived Ease of Use 
(Patil & Kulkarni, 2022) Perceived Ease of Use 

Perceived interactivity 2 (O. K. D. Lee et al., 2021) Interaction quality 
(Hsieh & Lee, 2021) Parasocial interaction 

Information quality 4 (Nguyen et al., 2021) Information quality 
(Alagarsamy & Mehrolia, 2023) Information quality 
(Tisland et al., 2022) Information quality 
(O. K. D. Lee et al., 2021) Information quality 

Service quality 4 (Nguyen et al., 2021) Service quality 
(Alagarsamy & Mehrolia, 2023) Service quality 
(Q. Chen et al., 2023) Service quality 
(Tisland et al., 2022) Service quality 

System quality 3 (Nguyen et al., 2021) System quality 
(Tisland et al., 2022) System quality 
(O. K. D. Lee et al., 2021) System quality 

User interface/design 2 (Hsiao & Chen, 2022) User interface 
(Alagarsamy & Mehrolia, 2023) Interface and Design  
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Variable Frequency Literature Variable names in the literature 
Perceived transparency 2 (Shin et al., 2022) Perceived transparency 

(Tang, 2021) Lack of transparency 

Anthropomorphism 8 (Klein & Martinez, 2022) Anthropomorphic 
(Yen & Chiang, 2021) Anthropomorphic 
(J. C. Lee & Chen, 2022) Perceived anthropomorphism 
(Q. Chen & Park, 2021) Anthropomorphism 
(Gong, 2021) Anthropomorphism 
(Zhao, 2022) Anthropomorphism 
(Lei et al., 2021) Social attraction 
(Hsiao & Chen, 2022) Anthropomorphic 

Social influence 4 (Mostafa & Kasamani, 2022) Social influence 
(Patil & Kulkarni, 2022) Social influence 
(Liu, 2019) Social influence 
(Gong, 2021) Social influence 

Social presence 6 (F. A. Silva et al., 2023) Perceived social presence 
(De Cicco et al., 2020) Social presence 
(Yen & Chiang, 2021) Social presence 
(Jiang et al., 2023) Social presence 
(Min et al., 2021) Social presence 
(De Cicco et al., 2021) Social presence 

Perceived Enjoyment 
/playfulness 

3 (Alagarsamy & Mehrolia, 2023) Perceived enjoyment 
(Dekkal et al., 2023) Enjoyment 
(Yen & Chiang, 2021) Playfulness 

Creepiness 2 (Rajaobelina et al., 2021) Creepiness 
(Dekkal et al., 2023) Creepiness 

Technology fear 2 (Alagarsamy & Mehrolia, 2023) Technology fear 
(Dekkal et al., 2023) Technology anxiety 

Empathy 2 (Cheng, Bao, et al., 2022) Empathy 
(Wang et al., 2023) Empathy 

Perceived warmth 2 (X. Cheng, Zhang, et al., 2022) Perceived warmth of chatbots 
(B. Zhang, 2022) Perceived warmth 

Friendliness 2 (X. Cheng, Bao, et al., 2022) Friendliness 
(X. Wang, Luo, et al., 2023) Friendliness 
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Appendix B. Literature coding results. 
Num
ber 

Author and Publication 
Date 

Varia
bles 

Sam
ple 

Tr
ust 

E-
comme
rce? 

Industry Cult
ure 

Type 
(a) 

Type 
(b) 

1 (Klein & Martinez, 2022) 2 401 E Y Retailing W Task Text 
2 (Hsiao & Chen, 2022) 3 111 C Y Hotels & 

Tourism 
E’ Task Text 

3 (Mostafa & Kasamani, 
2022) 

6 184 C
&E 

Y Retailing W Task Text 

4 (Rajaobelina et al., 2021) 1 430 C N Finance W Task Text 
5 (Park et al., 2023) 1 385 E N Medical and 

Health 
W Task Voice 

6 (Nguyen et al., 2021) 1 359 C N Finance E’ Task Text 
7 (X. Wang, Lin, et al., 2023) 1 202 C N Inside the 

Enterprise 
W CON Text 

8 (Gong, 2021) 7 364 C
&E 

N Hotels & 
Tourism 

E’ Task Text 

9 (J. Liu, 2019) 3 191 C N Finance E’ Task Text 
10 (Zhao, 2022) 5 399 C

&E 
N Finance E’ Task Text 

11 (X. Wang, Luo, et al., 
2023) 

1 326 E N Library E’ Task Text 

12 (B. Zhang, 2022) 3 99 C
&E 

Y Retailing E’ Task Text 

13 (Tang, 2021) 2 316 C N Finance E’ Task Text 
14 (Alagarsamy & Mehrolia, 

2023) 
4 435 C

&E 
N Finance E’ Task Text 

15 (F. A. Silva et al., 2023) 2 201 C - - E’ Task&
CON 

Text&
Voice 

16 (X. Cheng, Zhang, et al., 
2022) 

3 302 C
&E 

Y Retailing E’ Task Text 

17 (Shin et al., 2022) 1 350 C N Media W Task Text 
18 (Shin et al., 2022) 1 340 C N Media W Task Text 
19 (Pesonen, 2021) 3 49 C N Education W Task Text 
20 (De Cicco et al., 2020) 2 193 C Y Retailing W Task Text 
21 (De Cicco et al., 2021) 2 160 E Y Retailing W Task Text 
22 (Lei et al., 2021) 6 200 C

&E 
N Hotels & 

Tourism 
E’ Task Text&

Voice 
23 (Q. Chen et al., 2023) 2 459 C

&E 
- - E’ Task&

CON 
Text&
Voice 

24 (X. Cheng, Bao, et al., 
2022) 

1 299 E Y Retailing E’ Task Text 

25 (Dekkal et al., 2023) 2 430 C N Finance W Task Text 
26 (Tisland et al., 2022) 1 105 C N Government W Task Text 
27 (Alimamy, 2023) 2 243 C

&E 
N Personal 

Assistant 
W CON Voice 

28 (Balakrishnan & Dwivedi, 
2021) 

1 410 C N Realty  E’ Task Text&
Voice 

29 (Yen & Chiang, 2021) 8 204 C
&E 

Y Retailing E’ Task Text 

30 (S. Choi et al., 2023) 1 215 C N Education E’ Task Text&
Voice 

31 (Malodia et al., 2023) 2 290 C N Personal E’ CON Voice 
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Assistant 
32 (O. K. D. Lee et al., 2021) 2 221 C

&E 
N Finance W CON Voice 

33 (J. C. Lee & Chen, 2022) 2 451 E N Personal 
Assistant 

E’ Task Text 

34 (Hsieh & Lee, 2021) 1 391 C N Personal 
Assistant 

W&
E’ 

CON Voice 

35 (Pillai et al., 2023) 1 1380 C N Education E’ Task Text&
Voice 

36 (Tanihatu et al., 2023) 1 442 C N Finance E’ Task Text 
37 (S. C. Silva et al., 2023) 1 226 E Y Retailing W Task Text 
38 (Behera et al., 2021) 1 325 C N Medical and 

Health 
E’ Task Text 

39 (Lappeman et al., 2023) 1 142 E N Finance W Task Text 
40 (Lappeman et al., 2023) 1 142 E N Finance W Task Text 
41 (Patil & Kulkarni, 2022) 6 265 C

&E 
N Medical and 

Health 
E’ CON Text 

42 (Pillai & Sivathanu, 2020) 1 1480 C N Hotels & 
Tourism 

E’ Task Text&
Voice 

43 (Kasilingam, 2020) 1 350 C Y Retailing E’ Task Text 
44 (Zhu et al., 2023) 2 566 C

&E 
N Hotels & 

Tourism 
E’ Task Text 

45 (Dawar et al., 2022) 2 354 C
&E 

- - E’ CON Text 

46 (De Cicco et al., 2022) 1 208 C Y Retailing W Task Text 
47 (Behera et al., 2022) 1 300 C - - E’ Task Text 
48 (Eren, 2021) 1 240 C N Finance W Task Text&

Voice 
49 (Albayrak et al., 2023) 1 340 C N Hotels & 

Tourism 
W Task Text 

50 (Chandra, Shirish, et al., 
2022) 

2 213 C
&E 

- - E’ CON Text 

51 (Andrés-Sánchez & Gené-
Albesa, 2023) 

2 119 C
&E 

N Finance W Task Text 

52 (Murtarelli et al., 2023) 1 191 C Y Retailing W Task Text 
53 (Y. Choi, 2021) 1 454 E N Inside the 

Enterprise 
E’ Task Text 

54 (Jiang et al., 2023) 4 615 C
&E 

- - E’ CON Text 

55 (Min et al., 2021) 2 377 C
&E 

Y Retailing E’ Task Text 

56 (Q. Chen & Park, 2021) 5 263 C
&E 

N Personal 
Assistant 

E’ CON Voice 

Note: C: Cognitive trust; E: Emotional trust; W: Western culture; E’: Eastern culture; CON: Conversational. 
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Appendix C. Construct definition. 
Variables Definition Names of variables commonly used in the studies 

Variable names Authors 
Competence Competence reflects a chatbot's 

ability to perform tasks and 
provide information accurately 
and reliably, which includes an 
evaluation of its objective 
characteristics such as 
intelligence, dexterity, and 
efficiency (Pizzi et al., 2023) 

Perceived 
competence of 
chatbots 

(Cheng et al., 2022) 

Competence (Pesonen, 2021) 
Competence (Yen & Chiang, 2021) 
problem-solving (Hsiao & Chen, 2022) 
perceived task-
solving competence 

(Jiang et al., 2023) 

Perceived 
competence 

(Zhang, 2022) 

Compatibility (Mostafa & Kasamani, 2022) 
Functional 
performance 

(Gong, 2021) 

Performance 
expectations 

(Liu, 2019) 

Task Attraction (Lei et al., 2021) 
Task attraction (Chen & Park, 2021) 

Risk Risk includes technical errors 
and security breaches, which 
have the potential to compromise 
users' rights and interests across 
financial, psychological, 
physical, or social dimensions 
(Habbal et al., 2024).  

Perceived risk (Alagarsamy & Mehrolia, 2023) 
Risk perception (Pesonen, 2021) 
Risk barrier (Malodia et al., 2023) 
Safety risk (Patil & Kulkarni, 2022) 
Privacy concerns (Dekkal et al., 2023) 
Perceived safety (Zhao, 2022) 

Personalization Personalization is a process that 
involves tailoring and 
customizing products, services, 
or experiences based on an 
individual's specific needs, 
preferences, behaviors, and 
contextual information (Chandra 
et al., 2022).  

Personalization (Alimamy, 2023) 
Perceived 
personalization 

(Gong, 2021) 

personalized service (Tang, 2021) 

Anthropomorphism Anthropomorphism refers to the 
AI possessing certain human 
characteristics (i.e., appearance 
or speech style), which can 
transform human-computer 
interaction into a process similar 
to human-to-human interaction 
(Cai et al., 2022; Lu et al., 2019). 

anthropomorphic (Klein & Martinez, 2022) 
anthropomorphic (Yen & Chiang, 2021) 
Perceived 
anthropomorphism 

(J. C. Lee & Chen, 2022) 

anthropomorphism (Chen & Park, 2021) 
anthropomorphism (Gong, 2021) 
anthropomorphism (Zhao, 2022) 
Social Attraction (Lei et al., 2021) 
anthropomorphic (Hsiao & Chen, 2022) 

Social presence Social presence denotes the 
prominence of an individual's 
existence within social 
exchanges and the significance 
of interpersonal connections 
(Short et al., 1976) 

Perceived social 
presence 

(Mostafa & Kasamani, 2022) 

Social presence (Patil & Kulkarni, 2022) 
Social presence (Liu, 2019) 
Social presence (Gong, 2021) 
Social presence (F. A. Silva et al., 2023) 
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Variables Definition Names of variables commonly used in the studies 

Variable names Authors 
Social presence (De Cicco et al., 2020) 

Social influence Social influence encompasses 
the impact of a user's social 
environment, including the 
opinions of their relatives and 
friends (Mostafa & Kasamani, 
2022) 

Social influence (Yen & Chiang, 2021) 
Social influence (Jiang et al., 2023) 
Social influence (Min et al., 2021) 
Social influence (De Cicco et al., 2021) 
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Appendix D. Assessment of Survey Quality. 
 Whether to 

report on the 
response rate 

Whether 
representative 
sample 

Whether or not 
questionnaire pre-
surveys are 
conducted 

Whether to 
follow up on 
uncovered 
samples or 
consider non-
response bias 

(Klein & Martinez, 2022) No No No No 
(Mostafa & Kasamani, 2022) Yes Yes No No 
(Yen & Chiang, 2021) No Yes No No 
(B. Zhang, 2022) No No Yes No 
(X. Cheng, Zhang, et al., 2022) No No Yes No 
(De Cicco et al., 2020) No No No No 
(Kasilingam, 2020) No Yes No No 
(Gong, 2021) No No Yes No 
(De Cicco et al., 2022) No No No No 
(Liu, 2019) Yes Yes Yes No 
(Murtarelli et al., 2023) No Yes No No 
(De Cicco et al., 2021) No No No No 
(Zhao, 2022) No No Yes No 
(X. Cheng, Bao, et al., 2022) No No Yes No 
(Hsiao & Chen, 2022) No No No Yes 
(Tang, 2021) No Yes Yes Yes 
(Lei et al., 2021) Yes Yes No No 
(S. C. Silva et al., 2023) No No No No 
(Alagarsamy & Mehrolia, 2023) Yes Yes Yes No 
(Pillai & Sivathanu, 2020) Yes Yes Yes Yes 
(Zhu et al., 2023) No No No No 
(Albayrak et al., 2023) Yes Yes No No 
(Rajaobelina et al., 2021) No No Yes No 
(Nguyen et al., 2021) Yes Yes Yes No 
(Dekkal et al., 2023) No No No No 
(Pesonen, 2021) No Yes No No 
(O. K. D. Lee et al., 2021) No No No No 
(Alimamy, 2023) No No No No 
(Tanihatu et al., 2023) No No No No 
(Eren, 2021) No No No No 
(Min et al., 2021) No No No No 
(Andrés-Sánchez & Gené-
Albesa, 2023) 

Yes Yes Yes No 

(Patil & Kulkarni, 2022) No No No No 
(Lappeman et al., 2023) No No Yes No 
(S. Choi et al., 2023) No No No No 
(J. C. Lee & Chen, 2022) No Yes Yes Yes 
(Pillai et al., 2023) No Yes Yes Yes 
(Behera et al., 2022) No Yes Yes Yes 
(Shin et al., 2022) Yes No Yes No 
(Park et al., 2023) No No No No 
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 Whether to 
report on the 
response rate 

Whether 
representative 
sample 

Whether or not 
questionnaire pre-
surveys are 
conducted 

Whether to 
follow up on 
uncovered 
samples or 
consider non-
response bias 

(Malodia et al., 2023) Yes Yes Yes No 
(Tisland et al., 2022) No No No No 
(X. Wang, Lin, et al., 2023) No Yes No No 
(Y. Choi, 2021) Yes No Yes Yes 
(X. Wang, Luo, et al., 2023) No Yes No No 
(Q. Chen et al., 2023) No No No No 
(Hsieh & Lee, 2021) No Yes No Yes 
(Balakrishnan & Dwivedi, 2021) No Yes Yes No 
(F. A. Silva et al., 2023) No No No No 
(Dawar et al., 2022) No No No No 
(Chandra, Shirish, et al., 2022) No No Yes No 
(Behera et al., 2021) No Yes No No 
(Q. Chen & Park, 2021) No No No No 
(Jiang et al., 2023) No No Yes No 
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Appendix E. Robustness analysis results. 
Assumption K N Effect size and 95% CI Two-tailed test 

Point estimate Lower limit Upper limit Z-value P-value 

COM - CT 1 99 0.577 0.428 0.695 6.447 0 
RI - CT 2 695 -0.094 -0.348 0.173 -0.689 0.491 
RI - ET 1 265 -0.23 -0.341 -0.113 -3.791 0 
PE - CT 1 243 0.575 0.485 0.654 10.154 0 
ANT - ET 1 401 0.802 0.764 0.834 22.029 0 
SP - CT 2 570 0.574 0.399 0.708 5.55 0 
SP - ET 2 537 0.582 0.426 0.705 6.193 0 
SI - CT 1 265 0.53 0.437 0.611 9.552 0 
SI - ET 1 265 0.53 0.437 0.611 9.552 0 
CT - AI 18 5620 0.547 0.444 0.635 8.804 0 
ET - AI 8 2151 0.689 0.556 0.787 7.599 0 

Note: k: number of studies; N: sample size; SE: standard error; COM: Competence; RI: Risk; ANT: 
Anthropomorphism; SP: Social presence; SI: Social influence; ET: Emotional trust; CT: Cognitive trust; AI: Adopt 
intention. 
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